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Abstract
The aim of the project is to perform a quantitive analysis of the theory, and practical implementation
difficulties, inherent in intrusion detection methodologies. This is to be accomplished by analysis of both
normal, and anomalous, network traffic, and of the difficulties inherent in the methodologies, whether due to
intruder attempts to evade detection, or to practical limitations in terms of resource requirements. An IDS
implementation in the ‘C’ programming language has been attempted.
Although not an ‘object oriented’ program, [1] I have used UML to explain and demonstrate the reasoning
behind the design.
 

             I.      Introduction
 
This dissertation is concerned with the development of a ‘standalone’ or router-based intrusion detection
system.
As both networks, and computers themselves, are not designed to protect against every misdemeanor or every
possible form of misuse, they are intrinsically insecure. If this were not the case, there would be no
requirement for either firewalls or intrusion detection systems. 



An IDS is intended to be as transparent as possible, in the sense that it monitors network traffic without
actually altering its characteristics. The IDS must operate in ‘real time’, in order to genuinely monitor all of
the traffic. In order to accomplish this task, resource usage must be kept to a reasonable minimum. In
addition, event reporting must be accomplished to the highest possible degree of accuracy – an IDS which
fails to detect 90% of anomalous traffic is actually worse than useless, since it will instill a false sense of
security! However, it has to be admitted that the actual implementation will be somewhat of a compromise
between the ideal and the practical, as there are inevitably some conflicting requirements to address.
 

 
 
 
        II.        Literature Review
 
At a time when the Internet connected relatively few organisations, securing a network was relatively simple;
it implied blocking the few troublesome networks or addresses. However, Verwoerd (2001), states that
manual response to attacks is no longer feasible. As a result of a proliferation of malicious program code and
a variety of types of attack, many methodologies have been devised to detect them. Northcutt (2002), points
out that as frequently attacked sites may see hostile activity from 15 to 60 addresses per day, commercial
systems are even expected to highlight addresses which have already been reported!
However, it is evident that the development of viable intrusion detection methodologies is very much
impeded by conflicting requirements. Essentially, it is a compromise between functionality, and a need to
minimise resource usage. This is particularly difficult where ‘stateful’ network protocols are concerned; there
is little point in designing a system able to remember the precise details of every network event recorded
during the previous several weeks of operation, which uses an intrinsically complex detection algorithm,
involving hundreds of separate binary operations, when the resource requirements are so great that your IDS
drops considerable numbers of packets, possibly missing the remainder of an event which it is attempting to
analyse. This is summarised by Ranum, (2001); “Detection of hostile actions becomes a matter of probability, and the likelihood of

detecting a given hostile action depends on the number of sensors arranged to detect it.” Therefore, it is a requirement to employ
more than a single method of detection.
Thompson, H.H, (2002), states that a survey conducted in the same year by the FBI demonstrates that not
only do malicious internal actions account for 80% of all network security incidents, they also, on average,
cost an organization almost 50 times the financial loss inflicted by external incidents.  However, such
incidents also have indirect consequences. The process of recovering from network-based attacks can be
extremely prodigal of employee hours; this can alone result in significant financial loss.  In part, such lapses
result from inexperience or lack of awareness on the part of the user. “Logically, one must bound what one is protecting

before one can analyze how well one is protecting it.” Schumacher, (1997). Hinde, (2003) reports that in a survey of UK
businesses, 12% of participants had no virus protection, whereas 43% had no firewall protection. Zona
Research (1998) found in their own survey in the US that although many organisations did take security
seriously, they often ‘were addressing the wrong issues’.  Failure to keep their systems and policies up to date
was the primary cause. The main implication for IDS is that it must be readily adaptable. The model on
which IPGateKeeper’s configuration is based is the “Attack Taxonomy”, Barrus, (1998).



Another design consideration for an IDS is that it should be versatile; as information becomes less centralised,
due to factors such as telecommuting, the use of portable computing devices, and ‘wireless’ networking, an
IDS implemented in software rather than hardware becomes attractive. “Although appealing in terms of system design and

extensibility, mobile programs are a security risk and require strong access control. Further, the mobile code environment is fluid, i.e. the programs

and resources located on a host may change rapidly, necessitating an extensible security model.” Hashii, (2000). Wood, (N.d), points
out that whereas once mission critical data was stored centrally on a mainframe, security is now no longer
centralised. Third-generation cellular telephones are another example of decentralization. “Because a user may be

able to log into a computer from anyplace in the world (e.g., using telnet or a dial-up line), there is no way of identifying the geographic location

of a user even when the location of the computer where the account is held is known. With mobile phones and computing, the location of the user

becomes even more difficult to determine.” Adkins, B.N. (2001). This is not the only problem facing security
countermeasures. Since network development rarely remains stagnant, Hunter (N.d), asserts: “The main logistical

concern is that a centralised approach does not scale well with network growth”. Therefore, it is reasonable to expect the trend
away from centralised IDS to continue.
Intrusion detection is essentially the ‘science’ of the detection of network traffic, which does not, in any
regard, obey the normal ‘rules’ governing network traffic. According to Bierman, (2001), “One of the main

approaches of IDS, namely anomaly detection, is based on the assumption that an attack on a computer system will be noticeably different to

normal system activity”. However, this assumption is seldom straightforward. Proctor (2001), specifies that any
IDS is faced with much the same difficulty as that faced by Antivirus vendors; since the battle between those
trying to protect their assets, and those developing new methods by which to breach system security is
ongoing, adequacy essentially implies ‘being up to date’. As Worstell (2000), explains, ” Every new technology,

product, or system brings with it a new generation of bugs and unintended conflicts or flaws.”

Software design is a science very much in its infancy. Northcutt (2001), explains that “although designing functional

software is the key objective of software developers, few place such emphasis on designing software which functions securely.” This is one
key problem; another is the attempt by designers to advertise ‘feature richness’ by including superfluous
services as part of a default installation. As quoted in a white paper, Feingold (1994), attempting to determine
whether a system has already been compromised can prove difficult. “Modern operating systems are large, complex, and

imperfect dynamic systems, with many places for attackers to hide and many opportunities for them to cover their tracks.”

One common dilemma involves accessing the potential severity of even known threats. According to
Northcutt (2003), analysts use the GIAC formula by which to calculate severity: (Criticality + Lethality) –

(System + Network Countermeasures).[2] Additionally, as Beckers, (2003) explains, an individual attack of
any type can vary in severity; depending on the nature of the target. “When attacks are directed at targets with the wrong

operating system, they cannot be successful.” For this reason, I made a decision to make all detection configurable,

allowing all activity, or only ‘significant’ events to be monitored.[3] “Detection is important, but there is such a thing as too

much of a good thing.“ Proctor, (2001).

For ‘commonly’ encountered services, I have also assigned a rough probability and risk factor measure. [4] A
brief description of common session layer protocols is provided in the ‘event specific’ logs; to facilitate this
scheme. Although this may seem somewhat superfluous, many products provide such details; this screenshot
is from the Languard Network Security Scanner.
 



Fig. 1: Languard Security Scanner, by GFI Software LTD

There are two main reasons for the provision of both summaries of activity, (History.htm, statistics.htm) and
‘packet specific’ records, as determined by the ‘Record=’ command in the configuration. Firstly, not all
details can be accommodated in the summaries, due to cosmetic constraints. An overly complex ‘summary’
would be somewhat difficult to interpret at a glance, and is therefore ‘self defeating’. However, the packet
level data is also vitally important, as it provides this critical evidence and detail – it is the background to
events appearing in the summaries. “If your intrusion detection tool only stores alerts that were generated from analysis of raw data

(event logs or TCP/IP data), without the raw data to back up the conclusion, the veracity of the detection may immediately be called into

question.” Proctor, (2001).
Bace (2000), points out that it is safest not to rely on a single security mechanism, as there is safety in
redundancy. Therefore, it is best to use multiple detection schemes in parallel, as attempted by IPGateKeeper.
For example, the monitoring of connection attempts to disparate ports provides no detection of suspect packet
payloads, IP header lengths or illegal combinations of TCP flags.
A particular difficulty faced by an IDS concerns insertation/evasion attacks. As pointed out by Newsham and
Ptacek (1998), an IDS may ‘see’ traffic differently to the target host. In the Appendix ‘Security
Considerations’ I have explained the nature of the difficulty.
In order to remain anonymous, the perpetrators of certain attacks, which do not require a response to the
initiating IP address, falsify the source addresses in the IP header, a practice known as ‘spoofing’. “Unfortunately,

the addresses were not designed to provide authentication, and an adversary can take advantage of this by forging an artificial request.” [5]

Heberlein, (N.d). One of the most common types of attack using false source addresses is the DDOS attack.
These attacks are possible due to ‘Raw Sockets”, allowing packets to be written directly to a network
interface, bypassing the protocol stack. “With little or no advance warning, a DDoS attack can easily exhaust the computing and

communication resources of its victim within a short period of time.” Douligeris, (2003).
Even in lieu of forged traffic, the IDS designer has to face the very real difficulty of outputting the data in a
format admissible as evidence. “Legal proof is very different from "scientific proof". Scientific proof is based on scientific investigation,

while legal proof is more about the rules of admissibility and what can be convincingly presented in court.” Proctor, (2001).
However, since anomalous traffic can occur for a variety of reasons unrelated to malicious activity, any IDS is
liable to generate both ‘false positive’ and negative alerts. A false positive causes needless anxiety – but a



false negative is the worse scenario. According to Beckers (2003),  “Most companies would rather have false positives than

false negatives, but false positives are a common way to hide a real attack”.

Finally, one particular area relevant to IDS, concerns the growing trend for less reputable software vendors to
bundle commercial ‘spyware’ with otherwise legitimate products, without either customers knowledge or
consent. “Spyware and 'adware' programs are being deliberately included with other legitimate software packages to deliver functionality that

users do not want or need.” Schultz, (2003). Here, I make a prediction that the detection of such ‘Spyware’ will
become an increasingly desirable feature for IDS.
 

 
 III.      Legal Aspects
 
One difficulty faced by legislators is that, whereas technology continues to advance rapidly, legislation is, by
definition, updated only occasionally. Many countries have yet to address the problem of Internet misuse.
This is particularly pertinent to developing countries, where Internet access is currently rarified, but likely to
become commonplace given time. The primary enforcement difficulty, however, is political. “The web is a global

phenomenon, so law enforcement and the legal system are going to deal with more than one country. Each country is going to have its own rules

and procedures for handling computer forensic evidence.” Proctor, (2001).
However, even in many developed countries, legislation is in need of updating. In the United Kingdom, there
is existing legislation concerning the use of computing facilities:

·        The Computer Misuse Act, 1990 (c. 18): “An Act to make provision for securing computer material against unauthorised

access or modification; and for connected purposes.” [6]

·        The Data Protection Act, 1998 [7]

·        Privacy and Electronic Communications (EC Directive) Regulations 2003: “protection of fundamental rights

and freedoms, and in particular the right to privacy, with respect to the processing of personal data in the telecommunications sector.”

·        The Interception of Communications Act 1985 (IoCA).

·        The Regulation of Investigatory Powers’ Act 2000 [8]

·        The Communications’ Act 2003
The above directives all apply to the usage of the Internet, within the United Kingdom. In general, the
Computer Misuse Act 1990 makes it an offence to ‘knowingly secure unauthorised access to any program or
data held within any computer’. This offence applies whether or not the computer in question is located
within the United Kingdom. The above offence, although fairly serious, is likely to be viewed still more
seriously if it is committed with intent to commit, or facilitate, further criminal activity.
The main shortcoming of the Computer misuse Act is that, as it came into effect before the Internet was in
widespread public use; it does not apparently address certain types of Internet based attack, for example DOS.
This is due to the fact that it addresses unauthorised access to a system: “To establish guilt under the Act,
there must be
an intention to secure unauthorised access and the perpetrator must know at the time of seeking access that
there is no authorization to secure such access.” Dautlich, (2003). The act also addresses the intent to “modify



the contents of any computer and by so doing to impair its operation, or to prevent or hinder access to any program or data held in it, or to impair

the operation of any program or the reliability of any data.” Computer Misuse Act, 1990, Section 3(1). Since DOS does not
imply intent to “secure access to a system”, or “modify data”,  it would appear that the legislation is in need
of updating, so as to address DOS attacks.
As the Data Protection Act is concerned with unlawfully obtaining personal data, an individual or
organization in breach of the Computer Misuse Act may also be in breach of the Data Protection Act.
The Privacy and Electronic Communications Regulations Directive, and the Regulation of Investigatory
Powers Act, have potential implications for the design and deployment of an IDS, since it is effectively a type
of wiretap.
With certain exceptions, it is an offence under Section 1 of the Regulation of Investigatory Powers Act (2000)
for a person "intentionally and without lawful authority to intercept, at any place in the United Kingdom, any communication in the course of
its transmission by means of: a public postal service, or a public telecommunication system." It is similarly an offence to intercept
any communication in the course of its transmission by means of a private telecommunication system.
However, it is permitted for an individual or organization to do so within their own communications system.
This does, however, raise a number of interesting moral considerations, since in many organisations,
managers are more interested in using firewalls and intrusion detection systems to spy on their employees,
than to ensure the security of their networks.
The testing of an IDS can also potentially raise legal problems, due to the need to ‘simulate’ attack scenarios,
and produce result sets to support your argument. In particular, port scanning (the act of scanning another
machine to discover what services are running), is normally carried out by intruders attempting to discover
insecure systems; therefore it will be regarded as a hostile act. Although there have not as yet been any
prosecutions in the United Kingdom relating to scanning alone, it is possible that this activity may be
interpreted as being contrary to the Computer Misuse Act, on the grounds of ‘intent’. An analogy would be
that although there is no actual offence in carrying out a survey to ‘discover the percentage of the population

who forgot to lock their doors’, in practice no official is likely to accept this as an explanation! [9] Even
where the act of reconnaissance scanning alone did not contravene legislation, this would certainly fall short
of best practice if carried out on a public network.

Therefore, any testing must be carried out within a private network. [10] However, records generated by the
IDS as the result of incoming probing activity can legitimately be used to demonstrate the operation of the
IDS.
Where a given test has involved the use of falsified addresses (for example, to demonstrate the appearance of
‘third party’ traffic), or where a tool utilises random addresses, this has been clearly stated. The testing was
conducted within the confines of my private LAN.

 
      IV.      Aims & Objectives

 
                                  i.          Design Objectives
 
The purpose of the software is to accomplish the following:
1        To monitor Internet Protocol traffic on arrival at the network interface adapter;

2        To distinguish between the transport layer protocols we wish to monitor; [11]



3        To identify those characteristics which define ‘abnormal’ network traffic events, such as those identified
above;

4        To identify patterns inherent in particular types of ‘attack;
5        To either accurately record, or generate an alert, in the event of cases 3 and 4.
6        Ideally, the output should be in an easily recognizable form, as this facilitates Human Computer

Interaction (HCI). This may be accomplished by formatting data according to the nature of the event. The
system clock must be synchronised using NTP in order to ensure accuracy.



                                 ii.         Scope

Network Security is a never-ending struggle to defend an individual or organization’s assets and reputation
against constantly changing threats. Every release of a network facing software component has a vulnerability

waiting to be found; [12] once discovered, automated ‘probing’ activity quickly follows. Although an
organization can reduce the risk posed to its assets by using a firewall in order to exclude ‘inappropriate’
traffic, this cannot be guaranteed to be entirely effective.
 “Despite the effort devoted to carefully designing such filtering, network security is very difficult to guarantee, since attacks exploit unknown

weaknesses or bugs, which are always contained in system and application software”.

Proctor, P.E, (2001), Practical intrusion detection handbook, London, Prentice Hall.

Lemonnier, (2001), defines IDSs as “monitoring programs aiming at detecting ’intruders’ who are acting ’illegally’ in a computer

system.”

The basic purpose of an IDS, is to detect, and/or either immediately generate an alert, or record the details of,
an intrusion. Unfortunately, not everyone agrees on what precisely constitutes an intrusion. For the purpose of
this project, a ‘Suspicious Incident’ implies an occurrence of network traffic, which is non-compliant with
expected characteristics. “Intrusions correspond to anomalous network activity, i.e., to traffic whose statistical profile deviates

significantly from the normal” McHugh, J. (2000).
One of the main difficulties inherent in the detection process is due to the sheer number of hardware and
software components, which together determine the precise characteristics of the network traffic itself. An
IDS must be partially modeled on the network topology:

Fig. 2: Original IPGateKeeper Deployment  UML Class Diagram; drawn using ‘SmartDraw’ (Prior to implementation).

 
However, the same analogy cannot readily be made within the network traffic environment. Any particular
type of traffic, which is common on a given network, may be  absent from another network during normal
operation. Furthermore, although in theory network protocols are defined in the relevant RFC (request for
consultation) documents, we face the problem that minorities of software applications do not adhere strictly to
the specifications. Additionally, new features may be added to a protocol, which were not included in the



original specification. As an example, the first two TCP flags, which were once reserved, have since been
allocated.

It follows that therefore, any intrusion detection system is liable to generate false alerts [13].  Although it may
be possible to minimise these, there is no means by which they may be completely eliminated.
                                                              iv.        Method of Development
At an early stage, I took a decision to design the software ‘From the Ground up’. Firstly, to develop a means
by which to interface to the network, Secondly, to process the traffic at packet level, detecting known attack
signatures, thirdly, performing sequence analysis, in order to identify known suspicious sequences in network
traffic. “A system is a purposeful collection of interrelated components that work together to achieve some objective”. Sommerville,
(2000).
This ‘evolutionary’ design method has a distinct advantage, since system testing can be performed at any
stage in the development process. This provides early opportunities to remedy possible malfunctions;
deviance from the required operation can be remedied as soon as it becomes apparent, rather than later in the
development process, when the cause may not be as obvious. Additionally, regular testing throughout the

development process also provides opportunity for easier identification of erroneous code. [14]

“As few as 20% of the modules in a program can be responsible for as many as 80% of the defects”.

 B.W. Boehm, (1987).

       V.       Initial Software Design
 

The operating requirements are best expressed using UML. This allows the reader to easily visualise the
sequence of events, which take place during the operation of the software, and to see at a glance how the
various components interact with each other in order to accomplish the desired end result. At low level, an
IDS needs to:

·        Search for anomalous features of packets;
·        Search for anomalous sequences of packets;
·        Search for packets, which simply should not be present.

Figure 3 [15] illustrates the basic sequence of operations required:

Fig. 3: IPGateKeeper UML Operating Sequence Diagram

The definitions are as follows:



·        The network interface is the ‘source’ of packets, insofar as the IDS concerned;
·        The network layer protocol in question is the Internet Protocol, the header of each packet provides

required parameters which determine the handling of each packet;

·        The transport layer protocols of interest are TCP, UDP and ICMP; [16]

·        The packet attributes are then compared with the configuration in order to determine whether a match
has occurred (this in fact utilises both IP and TCP/UDP/ICMP attributes); for TCP alone, a flag
examination is performed;

·        The incoming traffic and responses may be taken into consideration; for example UDP scanning
generates ICMP ‘port unreachable’ responses;

·        Finally, where required, the relevant details are presented to the user – this may involve an immediate
alert, or the saving of the relevant details for later analysis, or possibly a combination of the two.
However, as the process of outputting data to the display is very time and resource intensive, it is
essential to minimise the usage of the display.

Fig. 4 is a (simplistic) general interaction diagram representing the operation of IPGateKeeper.

Fig. 4: Simplified IPGateKeeper UML Interaction Diagram

One particular problem to be overcome concerns the nature of the network traffic itself. Traffic does not flow
evenly; there may be quiescent periods during which there may be relatively little activity; at other times,
congestion may occur with many thousand packets arriving per second. In order to avoid either slowing down
the system on which the IDS itself is running, and possibly missing events, or generating numerous false

alerts, it must be possible to configure it with great precision and accurately. [17] However, it is also useful to
relax the configuration during testing, in order to assist the test procedure itself. I have therefore decided to
allow configuration of certain parameters via an .ini file.
Since IPGateKeeper requires access to ‘Raw Sockets’, it can only be run with administrative privilege. This
can be accomplished using the ‘Runas’ command, in order to avoid having to run the whole system under an

administrator account. [18] It is inadvisable to run as administrator during normal usage, as this makes the
system vulnerable to a large number of dangers. In particular, it is much easier for an intruder to exploit



security holes in processes, which are being run with administrative access. Unfortunately, this cannot be
avoided for the IDS itself. Running the program as a normal user results in the WSAAccess error condition

10013. [19]

Fig. 5: WSA Access Error 10013

A particular difficulty, which became increasingly apparent at this stage, was that of timing. In order to
sample network traffic, it is vital to analyse packets in ‘real time’, without excessive system resource
overheads. As the analysis of packets does in itself require a certain time interval, dT, there is the problem
that, on a high bandwidth network, that, during the time interval dT, more packets will arrive. As analysis of
the original packet has not yet run to completion, these packets will not be detected. Therefore, only the first
packet in this ‘sequence’ will be analysed! This would allow the vast majority of anomalous activity to bypass
the IDS. The number of packets in a ‘sequence’ will depend firstly on the bandwidth of the network itself,
secondly on the current state of the network, and thirdly, on the throughput of the local CPU.
Therefore, in order for ‘real time’ handling of the network traffic to be possible, the following requirements
must be implemented:

·        Careful selection of traffic for analysis – there is no point in attempting to analyse packets which are
not of interest, for example, packets which are not of the TCP, UDP or ICMP protocols;

·        The need for a ‘default ignore’ configuration; although this may sound counterproductive for an
intrusion detection system, an experienced administrator will know which protocols and events they
wish to monitor;

·        The need to implement a multithreaded detection system, such that the detection and analysis

operations run independently of each other. [20]

·        The ability to accurately interpret ‘signatures’ which characterise traffic associated with a known
attack. This has been implemented using the ‘WinPosix’ regular expression library, which is based on

the Unix Posix standard.[21] This is released under the terms of the GNU General Public License, and
can be obtained from http://www.tburke.net/info/reskittools/topics/winposix.

‘Winposix’ is a ‘regular expression library’, which allows a high-efficiency analysis of data (in this case IP
packet payloads) to be performed in ‘real time’, and greatly simplifies the analysis procedure. “A good tool with a

poor process is not going to be any more effective than a poor tool.” Proctor, (2001).
Even where the IDS can run in ‘real-time’, other factors must be considered; the detection of some attack
types relies heavily on the detection of specific sequences between packets; these must be detected in the
correct sequence. Factors such as network latency, and the accuracy of time references must be taken into

http://www.tburke.net/info/reskittools/topics/winposix


consideration. This is particularly true in the case of distributed systems. [22] “Even if the network latency is negligible,

the timestamps may be different if the workloads of the computers are different.”  (Ning, 2001).
Whenever an event matches a configuration rule, the details must be saved. The saving of data to disk is
potentially able to cause even greater time delay than the analysis procedure. Worse, the hard disk may in
itself be busy, due to disk writes by other applications or the operating system itself. Fortunately, the
operating system itself caches data in preparation for a disk write operation, both to address the problem of
time delay, and because it is only possible to write a whole disk cluster (for example, 512 bytes, or a multiple
thereof), in a single write operation.
However, here there is a significant problem. Although it is desirable for an IDS to alert or record in ‘real
time’, there are occasions on which the IDS itself must be patient – a ‘slow scan’ may be impossible to
confirm for some hours until all the components have been detected.
“Analysis schemes appear to the status engine as partially ordered sequences of states or state transitions. Therefore, 'to recognise suspicious

activity, the analysis engine must consider the event stream as a function of time. This requirement is not usually an issue when monitoring for

events driven by an attack script or intrusion tool because the progression of events is rapid.” Bace,  (2000)
Figure 6 depicts the sequence of required events during analysis.



Fig. 6: IPGateKeeper UML Activity Diagram

Fig. 7 illustrates how the various sub-components of the program will interact. The class object names are in
pseudo-code form.

Fig. 7: IPGateKeeper UML Operating Sequence Diagram

 

 
 
 
 
 
 
 
 
 
 
 
 

                              VI.      OSI Model Design Considerations
 

In order to explain the design of an IDS, it is necessary to explain how an IDS fits in with the OSI (Open
System Interconnection) model, Fig. 8:



Fig 8: The seven layer OSI Model

Fig. 9 [23] below demonstrates how IP fits into the OSI Model. For the purposes of this project, I have
decided only to support Internet Protocol Version 4 (IPV4), as I do not have access to IPV6.
 
 
 
 
 

Fig. 9: An IP packet contained within an Ethernet Frame.

The TCP packet data is highlighted in both ASCII and Hexadecimal Byte Formats (which in ‘C’ would
correspond to “%c” and “%02x” in a ‘printf’ statement). This illustrates how each TCP packet is ‘wrapped’
inside an Internet Protocol Packet (above the highlighted area), which is in turn ‘wrapped’ inside an Ethernet

 The Internet Protocol itself
resides at the Network layer,
whereas the Transport Layer
protocols include those
protocols which are of direct
interest; Internet Control
Message Protocol, User
Datagram Protocol, and
Internet Control Message
Protocol.
The fact that ICMP, UDP and
TCP packets are ‘wrapped’
inside an IP packet implies
that it is necessary to  
separate the IP packet data
from the Transport layer data
of interest. This involves
accurately calculating the
location of the last IP byte
(the first TCP, UDP or ICMP
byte follows the IP header.



Frame. The TCP packet itself ‘wraps’ a session layer packet (below the highlighted area), in this example, a
packet, which is part of an IMAP transaction. This illustrates how the OSI model operates.
The numbers on the left indicate the byte number in hexadecimal. As a byte is, in fact, a binary number
between 0 and 255, it is convenient to display values in hexadecimal, since each hexadecimal digit represents
four bits in binary.
Since the Internet Protocol (and the majority of transport and session layer protocols) do not encrypt data
before sending it across the network, it is possible to actually view the contents of each packet directly. This is
one reason for many security problems inherent in the OSI model. Secure HTTP (HTTPS) and Secure Shell
(SSH) are examples of exceptions.
Since the data for each layer is identical (all are in the form of ASCII characters or two digit hexadecimal
values, depending on how they are displayed), it is impossible to tell by simple observation where the data for
each layer begins! It is, therefore, necessary to calculate the location of the start of each layer. The first byte
of the transport layer data can be located by subtracting the IP header length from the remaining packet
length. The header length is provided in the IP header, in the last four bits (the second hexadecimal digit) of
the first IP byte. This value provides the IP header length in 32 bit data words. In order to obtain meaningful
transport layer data, it is vitally important to correctly calculate the position of the first byte. 

Fig. 10: The first IP byte

In this example packet, the byte highlighted provides the Internet protocol version (4) and the header length
(20 bytes, five four bit data words). This is the first byte of the IP packet header; the bytes to the left comprise
the Ethernet header.
It is possible to determine that this particular IP packet encloses a TCP packet by means of the protocol
number byte:

Fig. 11: The transport layer protocol number

This is because TCP, when carried over IP, is protocol number 06h. The protocol numbers for ICMP and UDP
are 01h and 11h (1 and 17 in decimal) respectively.
The source IP address requires four bytes of the IP header (a byte for each octet). In this example, we can see
that the source address is 44.EB.09.B1 in hexadecimal, or
68.235.9.177 in decimal. The following four bytes contain the destination address (192.168.0.3).

Fig. 12: Destination address – 32-bit word

Fig. 13 shows the source port, [24] which is port 3583 in decimal. The next two bytes (18 CA) contain the
destination port (6346).

Fig. 13: The source port – 16-bit word

The remaining TCP data of interest to an intrusion detection system is the TCP flag setting, which allows it to

determine the state of a connection. [25] This is only applicable to TCP, since ICMP and UDP are



‘connectionless’ protocols.
In this case, the packet is attempting to initiate a connection, since it has only the Syn flag set. This gives the
flag byte a value of 02x.

Fig. 14: The TCP Flag Byte

                                   i.          TCP Specific Considerations
Part of the role of an IDS is to detect anomalies in the packet data itself, such as illegal TCP flag settings,
which are not found in normal traffic, as defined in RFC793. This is an example of an ‘out of specification’
TCP packet, which has been captured using Ethereal:

Fig. 15: An ‘out of specification’ TCP packet

This particular TCP packet has no flags set at all. This is in violation of RFC793, as all TCP packets have at
least one flag set, whichever state a connection is currently in. Therefore, this particular packet makes no
sense whatsoever to any operating system.
Since different operating systems will respond differently on receipt of such a packet, this allows the intruder
to determine which operating system a given machine is running.
Another example of an ‘illegal’ TCP packet is one which has only the ‘FIN’ flag set. This particular setting is
illegal, since in a normal TCP connection, the ‘ACK’ (acknowledgement) flag is set in all packets except for
the first ‘SYN’ packet sent. Therefore, the setting of the ‘FIN’ flag without the ‘ACK’ flag is in violation of
RFC793.



Fig. 16: Packet generated by a ‘FIN scan’

A further example of an abnormal packet has the ‘Urgent’, ‘Push’ and ‘Fin’ flags set. Although not strictly in
violation of RFC793, this combination of flag settings is unusual. This particular choice of flag settings is
probably an attempt to bypass IDS and firewall rules which (by now) are able to detect the more ‘obvious’
anomalous combinations such as Syn/Fin.         

Fig. 17: NMAP ‘XMAS’ scan packet

As the ‘SYN’ flag is used to request the initiation of a connection, and the ‘FIN’ flag indicates that a
connection is to be terminated, these flags should never be set simultaneously. The aim of such packets is
either to ‘fingerprint’ the operating system of the target system, as previously mentioned, or to detect the
status of an IP port, without initiating a connection. Since a standard ‘TCP connect’ scan detects open ports
by attempting to initiate a connection, it is very easy to detect. Fig. 18 demonstrates the effect of a TCP
connect scan to open and closed ports:



Fig. 18: Example of a TCP connect scan

A connection attempt to port 79  (Finger) demonstrates that the initial Syn packet is received. As the target is
not running a Finger server, it responds by sending an Ack/Rst packet. However, an attempt to connect to port
80 (HTTP) generates a Syn/Ack response, indicating that a server is running. Once the connection is
established, the connection is closed using a Fin/Ack packet. However, an actual connection was temporarily
established.

A subsequent connection attempt to port 81 reveals that it is closed. [26]

This flowchart demonstrates the possible outcomes of each TCP connection attempt:

Fig. 19: Flowchart for a TCP Connect Scan. Many firewalls prevent any response to probing attempts ‘(stealth’ mode).

However, ‘Stealth’ scans, which utilise  ‘illegal’ TCP packets; do not ever actually attempt to establish a
connection. This type of scan is much more difficult to detect. For example, a ‘FIN scan’ simply sends a
packet with only the ‘FIN’ flag set. The remote system, on receiving this packet, typically ignores this packet
if it is destined for a port, which is currently open (it makes no sense to the remote system). However in
general a remote system will respond with an ‘Ack/Rst’ packet if the target port is closed. Since no
connection was ever attempted, a connection attempt is not recorded.
In practice, it is possible to determine the state of a TCP connection only by viewing the flag settings. Note
that the ACK flag may optionally be accompanied by either the PSH or URG flag; it is also possible for the
ECN Echo or CWR flag to be set at intervals during the connection.



Fig. 20: TCP State Transition Diagram. Based on SecureNode Inc (2003).

Flag analysis is not as straightforward as expected. There are a number of applications, which do not adhere
strictly to RFC793, both ‘legitimate’ and otherwise. This is because the RFC’s describe how protocols should
operate, as opposed to how they are implemented by the software developer. To quote an example, some

‘Trojan horse’ [27] programs use TCP for data transport, but do not use a standard ‘TCP handshake’ to
initiate connections. Additionally, RFC’s can in themselves go out of date. As a consequence, flag settings,
which were once illegal, can become legal. Quoting an example, two of the eight flags (the two most

significant [28] bits), which were designated as being reserved for future use in RFC793, have now been
allocated to the ‘Congestion Window Reduced’ and ‘ECN echo’ functions, which have recently been added to
the TCP specification. The significance of this is that, whereas the setting of either of these flags would have
been illegal previously, their use is now legal.
It is obviously the relation of the flag setting to the TCP state transition diagram, which determines whether a
given flag combination is legal.

UDP scanning is less reliable than TCP scanning, since UDP is  ‘unreliable’. [29] However, as UDP scanning
is still widely performed, and other UDP attacks are possible, IPGateKeeper supports UDP. This is the
flowchart demonstrating the possible outcomes of a UDP scan:



Fig. 21: UDP Scan Flowchart

                                  ii.          Performance Issues and Considerations
·        IDS’s have traditionally been classified as being either host based or network based.

IPGateKeeper can run locally on a particular machine; however, it only realises its full potential
whilst running on a gateway. This is because it can ‘see’ both internal traffic, and Internet traffic.
IPGateKeeper is a passive IDS; this implies that, given that its operation does not appreciably
restrict the throughput of the gateway, it is effectively
‘transparent’.                                                                                           

“An advantage offered by network based ids is that it can be transparent to users. This makes it difficult to locate or to circumvent.”

Bace,  (2000).

One of the first significant difficulties I experienced during the development process, concerns
minimizing the loading on the system CPU. “IDSs must analyze large volumes of data while not placing a significant

added load on the monitored systems and networks.” Helmer, (2002).  The difficulty is not so much the volume of
data throughput in itself, but the ‘per packet’ handling of the traffic. At an early stage, it became

obvious that, even on a relatively low bandwidth [30] Ethernet, it is possible for the IDS to ‘see’ as
many as 100000 packets per second, from services which  generate small packets. Interestingly,
many vendors of hardware IDS products assume an average packet size of 1024 bytes for
specification purposes; Edwards (2002), there are however some network protocols, which tend to
generate large numbers of packets averaging below 100 bytes in size. The actual loading on an IDS
can be considerably increased where a significant proportion of the traffic is of this nature, for
example, on a subnet on which a domain name server for a large network resides. I very quickly
deduced that, in order to process the traffic in ‘real time’, a multithreaded traffic handling technique

would be required. [31]

·        Another difficulty lies in the actual analysis of packets. Where analysis is generalised, the main
overhead lies in the numbers of packets to be interpreted. For example, where we monitored all
TCP traffic, this would involve tremendous performance overheads. In order to ‘narrow down’
the process, the configuration can be made specific, for example, where given attacks involve
only one service run on a single port, it is possible to configure the program to ignore traffic
destined for all other ports. Also, where a given attack has a well-known signature, the ‘Text=’



command can be used in conjunction with the ‘Dest_Port’ command, reducing the resource
demands still further.

·        In practice, the configuration is likely to become more complex over time, as new attacks are
discovered.

·        Yet another consideration involves storage capacity and performance. Transient data would need
to be stored in arrays, as they offer the fast access times, which are essential in this application.
As arrays offer only limited capacity, it became clear that usage must be reserved only for
‘genuinely required’ data. The use of dynamic memory allocation (for example, a ‘linked list’)
was impractical due to the performance overheads inherent in the use of dynamic memory
allocation.

·        However, the use of arrays for storage does present difficulties, particularly pertaining to long-
term storage. ‘Slow scans’ present a particular problem – scanning slowly is a ‘stealth’ technique
for precisely this reason.

·        It also became increasingly apparent that the resource overheads were considerably greater when
processing packets, which matched configuration rules. Fortunately, in normal use, only a very
small percentage of all packets would match configuration rules or adaptive ‘conditions’,
therefore it is fortunate that the recording of large numbers of traffic types to multiple files (in
order to facilitate testing), is a ‘worst case’ scenario.

·        Network Heterogeneity presents all IDS’s with an insurmountable problem. Due to the
proliferation of protocols, many of which either do not adhere to RFC’s, or are not defined in
RFC’s, it is often possible that the IDS is unable to interpret some packets correctly, thereby
generating false alerts. There are particular problems with regard to encrypted traffic, such as
HTTP over SSL (HTTPS). Although such traffic is intentionally secured against interception by
eavesdroppers, it is also secured against interception by an IDS, as Fig. 22 illustrates.

“One thing to be aware of, however, is that a great many Internet-based attacks these days exist at the application layer. If these attacks are

targeted against a server running SSL then all the legitimate traffic, as well as the attacks, will be encrypted – thus the IDS system will be unable

to ‘see into’ the traffic to detect these.”  Midian, P, (N.d).

Fig. 22: HTTP (Left) is unencrypted; therefore the traffic is not secure. However, an IDS can monitor the traffic. In this example, a signature of ‘Apache’ could have been used in
conjunction with Dest_Port=80 to detect connections to Apache servers. However, HTTPS (Centre) and SSH (Right) are strongly encrypted, preventing signature detection.

 
It follows that services using a combination of protocols are only as secure as the least secure protocol
utilised.
The most important conclusions are firstly, that there is invariably a tradeoff between the additions of extra
‘features’; for example, an improved mathematical procedure intended to improve accuracy, and the



requirement to keep resource usage to a reasonable minimum. It also follows that any software IDS is limited
by the capability of the hardware on which it runs.
Another important limitation, for hardware and software IDS alike, is their inability to recognise attacks
concealed within the payload of encrypted traffic. The use of SSL forces an IDS to rely exclusively on header
information alone.
 
 
 
 
 

    VII.    Program Configuration System Design
                                   i.          ‘Passive’ Configuration
Without a means to configure the IDS, the user would have to depend absolutely upon ‘hard coded’
operations built into the program itself. An example of a hard-coded operation is the detection of traffic from
a reserved IP address range. As the only possible sources of such traffic on the public Internet are illegitimate,
this detection ‘rule’ does not need to be user configurable. As modification of this rule could only make the
system less functional, it is best to hard code it – this is an example of the ‘least privilege’ principle. Only
aspects of the rule base, which need to be configurable, should actually be user configurable. It is also
inadvisable to make configurable, parameters, which would adversely affect some or all of the detection
methods themselves. The configuration system, which is partially based on Barrus, (1998), is intended to
accomplish the following:

·        Allowing the program to concentrate only on traffic of interest. Once a packet has been identified as
being ‘irrelevant’, it is ignored.

·        As the majority of attack types, and many security vulnerabilities, tend to be specific to services which
operate on ‘well known’ port numbers, which are generally adhered to, it is useful to specify only
certain source or destination port numbers. This would filter out traffic destined to/from all other ports.

·        In the same way, it may sometimes be desirable to specify given source or destination address ranges,
or even individual hosts, which you wish to handle separately. For example, you may wish to monitor

traffic from known ‘rouge hosts’, which have been known to cause difficulties in the past. [32]

·        It is possible to monitor traffic either with or without a ‘signature’. As many attack tools contain
‘strings’ of characters, which can be used to identify the tool, it is useful to record only traffic
containing these strings.

·        Certain services, such as Telnet and DNS, tend to produce small packets; unusually large packets
directed to their assigned ports are, at best, regarded with suspicion, hence size analysis.

·        Although ‘signature’ based analysis is of definite value, it is important to consider that a slight miss-
match will cause an event to be missed. It is common practice for intrusion tools to be ‘open source’ so
that anyone can obtain the source code and modify it such that the signatures will no longer match the

rules already in use.[33]

“Their effectiveness is strictly related to the extent to which IDSs are updated with the signatures of the latest attacks developed.” Giacinto, G, 

Roli, F, Didaci, L. (2003), [WWW] Fusion of multiple classifiers for intrusion detection in computer networks, Pattern Recognition Letters(24),



University of Cagliari, Cagliari, Italy. www.elsevier.com/locate/patrec

Another reason for minimizing the usage of the ‘Text=’ and ‘Not_Found=” commands, concerns their
tendency to produce false alarms. For example, if traffic related to a virus were to contain the string ‘virus’,
and this string were used as a signature, it would produce very high rate of ‘false positives’ if the IDS were
deployed in a medical research establishment.
“Unfortunately, general signatures designed by security experts usually generate high volumes of false alarms’’.

Proctor, P.E, (2001), Practical intrusion detection handbook, London, Prentice Hall.

The Chargen (Fig. 23) and Echo (Fig. 24) protocols [34] provide a useful method of verifying that the
signature detection process operates as expected. 

Fig. 23: IPGateKeeper record for an Echo protocol test

Fig. 24: Chargen protocol packet

Fig. 25: Echo Protocol packet

A particularly useful application of payload analysis pertains to the recognition of data at the application
layer. For example, where incoming traffic is permitted to reach a public web server, a firewall must allow the
connections to succeed. Therefore, it is unable to filter malicious traffic directed to the server. An IDS,
however, can recognise requests for insecure CGI scripts, and many other exploits such as those, which

involve the command prompt, simply by examining the packet payload. [35]

“An IDS, for instance, can determine whether the requested CGI program is one that is known to be insecure.” Northcutt, (2001).

http://www.elsevier.com/locate/patrec


Fig. 26: Examples of such scripting requests arrive at my own server with alarming regularity.

Yet another beneficial aspect of character analysis, however, pertains to ‘service recognition’. Although the

IANA [36] officially registers port assignments, it is possible to operate services on any port. [37] Possible
incentives to do so include a perceived measure of security. It is therefore naive to assume that simply
because a service listens on a given port, that it is the officially registered service! As an example, TCP port
88 is assigned to the Kerberos Authentication Protocol; however, my own gateway runs an HTTP service on
this port for administration, as demonstrated by Fig. 27.

Fig. 27: An example of a ‘non-standard’ service

Since the majority of unencrypted services have identifiable ‘banners’, such as the “HTTP” string present in
one of the first Ack packets generated, it is possible to identify a service with a great deal more certainty than
can be accomplished on the basis of port assignment alone.
As packet data can be represented in hexadecimal or ASCII notation, the signature analysis procedure can
utilise either. The primary reason I chose the ASCII notation (in the configuration) is that it interfaces better



to human observers. This not only assists demonstration, but most importantly it resembles closely the entries
found in the record files generated by applications such as web servers. Additionally, the use of ASCII as
opposed to hexadecimal avoids the requirement to convert signature data between the two formats, byte for
byte, when preparing the configuration file. However, the output can be in either or both formats – see the
‘Format=’ configuration command.
One major difficulty faced by all IDSs lies in detection of signatures spanned across multiple packets. For
example, the signature ‘etc/passwd’ could be broken into ‘et’, ‘/pa’, and ‘sswd’, in three packets. This
obscures the signature. In order to decode the signature, it is necessary to queue the data, for later reassembly.
However, the performance overhead is often unaffordable – there is little use in running the risk of tying up
excessive system resources, and of missing subsequent packets (possibly containing the remainder of the
signature). In practice, partially assembled signature data would have to ‘time out’ eventually, since there is a
good chance that partial signatures may frequently occur in traffic unrelated with intrusive activity. Northcutt,
(2002) states “Ultimately, it is a tradeoff of functionality and speed, and speed is the current winner.” 
This tradeoff has caused problems in the implementation of IPGateKeeper, for example, where I have become
reliant on array storage for temporary data.  
The ‘Not_Found=” command can be used to identify traffic to/from port 80 which is unlikely to be HTTP
traffic, to quote an example. Signature analysis can also assist in identification of which server, and version of

that server, is in use. [38]

One possible motive to run a service on a non-standard port is the attempted ‘concealment’ of the service.
However, this is inadvisable as it not only fails to genuinely conceal the service, but also has the potential to
cause other problems, as an example of which, some clients do not offer the option to specify a particular

connecting port. It is, therefore, best practice to adhere to standards. [39]

“Security through obscurity is no security at all”. Curtin, Ranum,  (2000).

 One obvious question concerns my decision to make the IDS packet based as opposed to exclusively
sequence-based. Although TCP is ‘connection oriented’, with the flag settings allowing determination of the
state of the connection at any given point in time, UDP and ICMP are not connection based, and so each
individual packet must be treated as a separate entity. Furthermore, sequence analysis may be performed after
packet analysis. However if only Syn packets are processed, then no further analysis can be performed on
those that were ignored. For example, if we only examine TCP packets which have only the ‘Syn’ flag set,
then it is possible to record the fact that a connection attempt was made, however there is no way of knowing

whether the connection attempt succeeded, or how long the connection lasted. [40] It is also not possible to
identify any signatures, which may be present in packets other than the initial Syn packet – which should not

carry any payload anyhow! [41]

Rather, it is best to implement the configuration around the attributes of IP packets, which are of interest to an
IDS. The basic configuration, from an intrusion detection perspective, as modeled as follows:



Command Effect Example Usage

$

 

 

 

 

!

 

Record=

 

 

 

 

Protocol=

 

 

 

Host_Source=

 

 

 

Host_Dest=

 

 

Source_Port=

 

 

Specifies that the line is a

comment and is not a

configuration rule. Equivalent to

‘REM’ in an MSDOS batch file.

 

Inverts a rule. Boolean Not.

 

Specifies the file to record to.

Should have the .htm or .html

extension. If omitted, output is

displayed on the screen. See

notes.

 

Specifies TCP, UDP or ICMP. If

omitted, all three are recorded.

 

 

Specifies a particular source

IP Address or range. Useful

when dealing with known

‘rouge’ hosts.

 

Specifies a particular destination

address or range.

 

$This is a comment.

 

 

 

 

Dest_Port!=80

 

Record=udp.htm

 

 

 

 

Protocol=1 (For ICMP)

Protocol=6 (For TCP)

Protocol=17 (For UDP)

 

Host_Source=192.168.0.4

(Single)

 

 

Host_Dest=192.168

(Multiple)

 

Source_Port=1024

 

 

Fig. 28: IP Gatekeeper configuration design. Traffic attributes relevant to IDS design are selected from RFC’s 768 (UDP),  791 (IP),  792  (ICMP) & 793 (TCP). Partially based on

Barrus, (1998), “Intrusion Attack Class Hierarchy”.

It is essential to consider that this configuration only pertains to packet-level analysis, as opposed to
sequence-level analysis. This is a description of the configuration command set.

Configuration Notes:
·        Commands appearing on the

same line in the configuration
file are Boolean ‘ANDed’
together. As an example, the
following rule would record
the header details alone, if the
IP address was 80.4.4.163,
the destination address in the
194.83.45.xxx subnet, the
destination port was 80, and
the string contained the “GET
/default.ida?” signature:
Format=0 Source_Address=80.4.4.163

Dest_Address= 194.83.45

Dest_Port=80 Text= GET /default.ida?

·        Commands on separate lines
are Boolean ‘ORed’ together
– recording takes place if any
one or more conditions are
met.

·        If the configuration file is
missing, an error is generated
on startup;

·        If  the configuration file is
empty, no event will generate
an alert!



 

Dest_Port=

 

 

 

 

Lower_Size_Limit=

 

 

Upper_Size_Limit=

 

 

 

 

Text=

 

 

 

 

 

Not_Found=

 

 

 

 

 

Format=

Specifies the source port on the

remote system. Needed only

occasionally. Omit otherwise.

 

Specifies the destination port on

the target system(s).

If omitted, all ports are

monitored. This is usually

undesirable.

 

Packets below this size will not

trigger an alert.

 

Packets above this size will not

trigger an alert. These

commands are intended mainly

to assist in reducing ‘false

positives’.

 

Only packets containing the

specified signature will generate

an alert. Use with other

commands. MUST be last

command on line in

configuration file.

 

Generate an alert if a signature

match is not detected, but all

other conditions are met. Useful

for detecting variants on

signatures.

 

 

Determines the ‘line specific’

recording method.

See Below.

 

 

 

 

Dest_Port=80

 

 

 

 

Lower_Size_Limit=128

 

 

Upper_Size_Limit=1024

 

 

 

 

Text= etc\passwd

 

 

 

 

 

Not_Found=default.ida?

 

 

 

 

 

Format=0

·        One or more rule matches
may be recorded into the
same file. This is at the users
discretion;

·        If no file is specified, output
is sent directly to the display.

·        Commands should be used
in a compatible combination;
for example the following
combination is anomalous:
Lower_Size_Limit=256
Upper_Size_Limit=128 –
This may result from user
error.

·        The Lower_Size_Limit and
Upper_Size_Limit commands
apply to the individual packet
size. This is true whether the
packet is fragmented or not. It
is therefore pointless in
setting the values above the
MTU for the network in
question.

·        Both commands, and
parameters, are case
sensitive!

·        The Format= command
determines the format in
which the packet event details
are logged. This command
was extensively used during
the testing and
‘troubleshooting’ of the initial
packet interpretation.

·        The ‘Protocol=’ command
must be used with care,
particularly in combination
with the ‘Source_Port’ and
‘Dest_Port’ commands; it is



best used only with reason. An example of such a reason is where the same session layer protocol

(operating on the same port), utilises both TCP and UDP, and only one of the two is of interest. [42]

·        Commands must not contain spaces. They must be a contiguous line, free of spaces.
The ‘Text=’ and ‘Not_Found’ commands are partially intended to provide a means by which to differentiate
between malicious and non-malicious activity, which are impossible to identify by other means. This is an
example of such a signature event:

Fig. 29: Example signature detection record

This fictitious HTTP request clearly refers to the Unix password file (etc/passwd).

Many other IDS’s utilise signatures also, for example ‘Snort’. [43]

"Extraction of suitable features representing network connections is based on expert knowledge about the characteristics that distinguish attacks

from normal connections. These features can be subdivided into two groups: features related to the data portion of packets (called payload) and

features related to the network characteristics of the connection, extracted from the TCP/IP headers of packets" Northcutt,  Novak,.
(2001).
Netbios Name lookups provide an example of one type of traffic presenting difficulties. Many MS Windows
software applications use the Netbios Name Service (UDP port 137) in lieu of DNS (for example, they may
send a Netbios Name query to the address concerned where a DNS lookup times out, as illustrated in Fig. 30).



Fig. 30: Netbios Name Service query

This can result in a large number of false alerts being generated. The use of the ‘Text=’ and ‘Not_Found’
commands provide a means by which it is possible to differentiate between a normal name query, and

anomalous activity, such as a UDP port scan to single port. [44] (Although UDP scanning is able to identify
services, which utilise UDP for transport, such as TFTP and NTP, UDP scanning is less reliable than TCP
scanning, for the simple reason that some packets are dropped; additionally, some sites block ICMP
destination unreachable’ messages.)

Whereas the Netbios ports certainly present one of the most easily exploited security exposures, [45] the
generation of an alert whenever a normal Netbios name query is detected will result in a great deal of false
alerting.

Another example of the use of signature recognition concerns DNS ‘Zone Transfers’. [46] The
‘gethostbyaddr’ function call is widely used by web browsers. Where the signature of a known web browser
is absent, a zone transfer is the most probable cause.
A further use for the ‘Text=’ and ‘Not_Found’ commands is to distinguish between individual computers on a
network which utilises DHCP. In a situation where addresses change frequently, the DNS or Netbios names
can provide a means by which the identity of individual computers can be determined quickly. This can be
accomplished by monitoring activity such as Windows Domain Announcements, which are broadcast using
the Netbios Datagram service, (Fig. 31). Other possible sources of such information include DNS, WINS and
SNMP.
It is, however, vital to realise that signature detection is of use only in combination with protocols, which do
not encrypt traffic before its transmission.



Fig. 31: Netbios Broadcast, using the Netbios Datagram Service (UDP port 138)

The “Format=” command is used to display payload data. This is only of use in combination with ‘signature’
detection.
This is a description of the record file formatting, using the signature “GET /default.ida?” as an example:
The ‘Format=’ command takes a value of 0 through 6 as it’s parameter. This should ideally be the first
command on a line.
Format=0: Will record only the packet source and destination address and port number, the system timestamp,
plus the reason the event was logged (the line number in the configuration file). This is the default setting.
Also, for ‘specifically logged’ ports (which commonly offer network services on either MS Windows,
Unix/Linux or Macintosh systems, whether intentionally or otherwise), or which are used by known
malicious software, for example the ‘Netbus Trojan Horse’, a colour coding is used as per the calculated
security risk. This risk factor is determined according to a number of factors, including whether or not the
traffic is likely to be due to malicious software, which service(s) are known to use the port, and the likelihood
of the service to be running with the knowledge of the user (many superfluous services, such as Domain
Name Services, email, time, news, file transfer protocol and web services, are often included in a default
installation, although the average installation will not need the majority of them!). Any service, which is
running without the system owner’s knowledge, will not be maintained, and therefore there is a high
probability that one or more of them will be discovered to have security loopholes. Unfortunately, until
software developers place more emphasis on security, rather than simply functionality and ‘ease of use’, the
situation is unlikely to change.
One further factor influencing the choice of ‘risk factor’ value is the previous security record of a given
service; although unfortunately, there is no way of knowing which actual software component or version is
responsible for the traffic without further investigation. On startup, confirmation of the system configuration
is given, along with the system time and date.



Fig. 32: Startup Summery

NTP provides an accurate time reference, allowing a system’s clock to be maintained to a very high level of
accuracy. Fig. 33 shows a typical NTP query:

Fig. 33: A typical NTP Query. The lower the stratum number, the higher the accuracy; however network latency must be taken into account also.

 
The colour scheme used in the packet level output is only intended as a rough guide, particularly in the
dynamically assigned port range, where a given port may carry other traffic. Note that no pattern analysis
between packets is performed at this level, as this would make subsequent analysis ‘conditionally dependent’,
for example, if only Syn packets were analysed at this stage, this would prevent analysis of patterns between

packets at later stages. [47]

The use of Format=0 in the configuration will result in this output:



Fig. 34: Output log generated by the ‘Format=0’ command

No character details are provided; only a summery.
Format=1: additionally records the ASCII content of the Transport Layer Packet:

Fig. 35: Output log generated by the ‘Format=1’ command

Here, the whole ASCII content is recorded; to record only the line containing the signature, simply specify the
destination port number and the signature following the ‘Text=’ command.
Format =2: Is identical to Format=1 with the exception that the details are given in hexadecimal:

Fig. 36: Output log generated by the ‘Format=2’ command

Format=3: Records the IP Header details in addition to the Transport layer packet details, in both
Hexadecimal and ASCII formats:



Fig. 37: Output log generated by the ‘Format=3’ command

Format=4: Records both the Network Layer and Transport layer data in ASCII only:

Fig. 38: Output log generated by the ‘Format=4’ command

Format=5: Records both the Network Layer and Transport layer data in Hexadecimal only:

Fig. 39: Output log generated by the ‘Format=5’ command

Format=6: Records only the Transport layer data as Hexadecimal and ASCII:



Fig. 40: Output log generated by the ‘Format=6’ command

Although I had originally planned to resolve the IP addresses used in the records to hostnames (eliminating
the requirement to do this manually), I decided not to do so, for three main reasons:

·        As addresses are numerical values, it is easier to perform analysis of addresses, for example, to
determine whether they have been falsified;

·        DNS entries can change over time; for example, due to change of ownership;
·        It is not unknown for domain name servers to be compromised, in order to provide false information.

There are some cases, however, where the IP address may itself be incorrect! This is not due to a software
‘bug’, but deliberate falsification on the part of the intruder. Some tools, such as NMAP, disguise the source
of a scan by also sending a number of packets with falsified addresses. If one of the false addresses happens
to match your own, you will see the responses. Also, a variant of the ‘Syn’ scan sets the source address in the
IP header to that of another machine within the same subnet. As a network adapter operating in promiscuous
mode is able to capture packets destined for other addresses in the same subnet, the scanning tool is able to
capture the responses, in order to determine whether ports on the target are open, irrespective of whether the
machine having this particular address is up or not! In this case, it is not possible to determine the actual

machine carrying out the scan, but it is possible to conclude which subnet the scan originated from. [48]

Furthermore, certain types of DOS attack, which (unlike scanning) do not require a response to the attacker,
use one or more false source addresses. This makes the culprit virtually untraceable. In this example, the

address 10.224.197.1 is obviously falsified: [49]



Fig. 41: Falsified (‘Spoofed’) IP addresses

Here are some examples of general command usage. The actual command is shown in italics:
Format=0 Record=Audit.htm - will match all events. Packet details will appear in Audit.htm, and the traffic
analysis will be performed on all network traffic, regardless of addresses, port numbers, and other parameters.
Note that this is very resource intensive, and should never be carried out except for testing purposes under
low traffic conditions.
Format=0 Lower_Size_Limit=128 Upper_Size_Limit=1024 Record=Audit.htm –
As the first example, only analysis of packets within the specified range will be analyzed. The size constraints
can often be used to minimise resource usage or the generation of false positives (As an example, if an attack
tool never generated packets outside a certain size range).
Protocol=6 Format=0 Record=tcp.htm – Performs analysis of TCP traffic alone. Other transport layer
protocols are ignored.
Format=0 Dest_Port=513 Record=c:\Apache\Apache\htdocs\ipgatekeeper\Rlogin.htm
- Analyses traffic destined for port 513 (Remote Login), and records details to a file in another directory (It is
essential to specify the path correctly!).
Format=0 Host_Dest=192.168.0.3 Dest_Port=80 Text=GET /default.ida? Record=CodeRed.htm – Will
monitor traffic directed to the specific host 192.168.0.3, port 80, containing the ‘Code Red’ worm’s signature.
As commands appearing on the same configuration line are Boolean ‘ANDed’ together, ALL of the
conditions must be met for events to be recorded.
As lines are ‘ORed’ together, it is possible to ‘OR’ two or more conditions together simply by placing them
on two separate lines. For example, the following combination:
Format=1 Lower_Size_Limit=1500 File=Example.htm
Format=1 Dest_Port=69 File=Example.htm
Would match traffic if the packet size exceeded 1500 bytes, OR if the target port is port 69. The results can be
saved either in the same file, or separate files, according to the File= command.
Config.ini is the configuration file, as this is the default setting.



This is an activity diagram, demonstrating how each configuration rule is implemented. All of the commands
are included, except for Protocol=.
 
 
 

Fig. 42: Configuration Command Activity Diagram (Using ‘Logic Trees’)

As previously mentioned, commands on the same line are Boolean ‘ANDed’ to produce rules, whereas rules
(separate lines) are Boolean ‘ORed’ together. Therefore:
Rules must be declared entirely on one single line.
Where a command is not present in a line, it is assumed to have a Boolean value of 1; (As A . 1 equates to A;
this is one of the laws of Boolean algebra). This ensures that unused commands have no effect;
Nonsensical combinations of commands will result in nothing being recorded; for example Dest_Port=80
Dest_Port=113 in the same rule will not match any event! This is simply because both conditions can never
be met simultaneously (A . NOT A is never true!).
 This is the Boolean logic tree implementation for a single given rule:



Fig. 43: Logic Tree for a single rule [50]

                                  ii.          Active Program Configuration
Since one problem to which IDS users are all too accustomed, is the need to manually configure the IDS,
either in response to new known threats, or in response to false positive/negative results. Updating rule-based
systems can be very prodigal of staff time, particularly where the IDS is monitoring a large network
connecting a variety of systems. In order to address the HCI aspect of system design, it is desirable to
minimise the amount of monitoring and administration required. For this reason, I decided to add a capability
for the system to ‘generate’ rules in response to network events.
This, however, raises a potential problem: Will the IDS generate, and implement, new rules based on false
alerting? If this behavior should occur, then in effect the IDS would present the user with a ‘worst of both

worlds’ scenario! [51] 
·        In order to avoid this danger, I have decided to compromise. Whilst allowing IPGateKeeper to

generate rules based on events encountered, I have decided to write them to the end configuration file
such that they are commented out. The user can then decide the course of action.

The automatic generation of rules must only take place once the system has been running for an adequate
period of time.



Fig. 44: Sample automatically generated rules in response to events

The generation of a new rule is also accompanied by an alert, and an entry in the history report:

Fig. 45: Notification of ‘anomalous’ port usage

Although a lot of event anomalies could be used to trigger ‘automatic reconfiguration’, I decided to apply the
procedure to the use of ‘anomalous’ IP ports only. The reasons are as follows:

·        I took the decision not to make the detection of flag settings configurable, since in general legal
settings do not change greatly over time; additionally flag anomalies are applicable only to TCP;

·        IP addresses could also be used as a basis for ‘automatic reconfiguration’ to take place; however it is
generally quite normal for previously unknown addresses to legitimately access public access servers;
were addresses used, a large amount of ‘false positives’ would be generated. Also, the use of IP address
falsification would allow for a DOS attack on the IDS itself. (The detection of reserved addresses is
already ‘hard coded’ in any event.)



The inherent strength in ‘Active Program Configuration’ is its ability to notify the user of changes, which
have taken place during runtime. Port usage is a prime candidate for this type of time-based configuration,
since many popular applications can be manually (or in some cases, even automatically) configured to bypass
simple port filtering firewall rules. Some popular ‘peer to peer’ file sharing applications are an example.
Furthermore, as most such applications listen on ports in the dynamic range, it is possible to differentiate
between ‘listening server related’ traffic, and secondary TCP connections, only by determining whether
traffic is commenced by means of a Syn packet directed to a given host on a dynamic port (and whether that
host then responds with an Ack/Syn packet).
This illustrates yet another point – many firewalls and IDS simply monitor for incoming connection attempts;
it is also useful to be able to answer the question: did anything respond, and if so, was the port open? As an
example, no ‘legitimate’ application is known to listen on TCP port 12345; the only known application to do
so by default is the ‘Netbus’ Trojan horse. If the IDS records not only this incident, but also the fact that a
system behind the gateway responded with an Ack/Syn packet, then it has also recorded the fact that a host is

probably running this backdoor, provided that the system involved was running a Microsoft OS. [52]

Although beyond the scope of this project, ‘Active Program Configuration’ could also be modified to update
firewall configuration files, given that the location and formatting of the log file was known. However, many
vendors use binary files for this purpose, and keep the formatting of this file a closely guarded secret.
Additionally, many hardware/firmware devices require authentication prior to configuration changes.

 

 

 

 

 

 

 

 

 

 

 
   VIII.   Configuration Based Vs Adaptive Detection
Although the configuration based detection method does accurately detect patterns, which exactly match
specified conditions, we face obvious problems in the sense that small deviations from expected
characteristics will cause events to be missed in their entirety. Worse still, it is not possible to write rules,
which match unknown threats. Also, there is the difficulty that, given the combination of the multitude of
potential intruders, and the rate at which new exploits are discovered, updating the configuration quickly
becomes a never-ending ‘arms race’.  
Adaptive detection, since it attempts to learn the characteristics of network traffic as it is actually ‘seen’, is

free of this shortcoming. For example, it is possible to monitor the use of IP ports [53], or IP addresses which
normally connect to given destinations. In fact, these two methods can be combined, giving a record of hosts
connecting to which services, on which hosts, for a given ‘learning’ period. However, research by Huberman



& Adamic (1999), would suggest that this technique would be inadequate for many variables, as the observed
‘rules’ would simply continue to evolve and change, however long the ‘learning’ period!

“For example, the range of Internet hosts running Web servers (HTTP) alone, has a Pareto distribution” Huberman,  Adamic, (1999). [54]

The significance of this is that, as this is what mathematicians refer to as a ‘power law distributed random
variable’, in which it is impossible to establish a ‘pseudonormal’ set of values regardless of the sampling
interval! This also implies that it is impossible, given the pattern of network traffic, to establish accurately a
‘mean’ figure for events in a given short time period, for example, a mean number of packets detected per
second/minute/hour of monitoring, or bandwidth. Although theoretically a longer-term average would
demonstrate increased accuracy, we still face the difficulty that network traffic tends, on both the longer and
shorter timescale, to occur in ‘peaks and troughs’, where a peak or trough can have a time duration ranging
from milliseconds to months! These are superimposed on top of each other; the resulting patterns are only
partially predictable. 

These example traffic graphs (Fig. 46), which are generated by the Multi Router Traffic Gopher, [55] and
have been obtained from a network node illustrates the extent of the difficulty. Although there are some
predictable underlying patterns, for example, the evening peak which would be anticipated in student

accommodation, [56] and the noticeable reduction during holiday periods, there remains a great deal of
fluctuation between identical times on various days of a given week.
A further complication arises from the data format – although the Multi-Router traffic gopher gives a fairly
accurate indication of the traffic flow per sampling interval, (for example 5 minutes for the Daily graph), this
does not demonstrate the short-term fluctuations, the duration of which is measured in seconds.
Resnick, (1997), describes the problem: “We are given a set of instances, (e.g. network packets or user sessions), some of which have

category labels, e.g. normal or hostile. The problem is to assign labels to the remaining instances.”

In general, the main difficulty results from the assumption that an adaptive system assumes, often wrongly,
that events encountered during the learning phase are normal, whereas events encountered subsequently are
hostile.



Fig. 46: Example Output for the ‘Multi Router Traffic Gopher’

      IX.      Detection Thresholds
It is possible for ‘legitimate’ connection attempts to be made to a small number of disparate IP ports. An
organization may be intentionally offering a number of services to the Internet at large on various ports,
which may include a public web server, FTP services, email servers for internal users, and possibly SSH or
Rlogin servers, intended for employees who may sometimes work from home.
Although many detection systems utilise configurable thresholds, the use of linear alerting procedures will
result in a large number of false positives. Furthermore, there will always be the difficulty of attempting to
find the ‘best compromise’ between the possible missing of events of interest, and an unacceptably high level
of ‘false positives’.



For this reason, I have experimented with a logarithmic scale for categorizing levels of alert. Logarithmic
functions have the useful property of having a high sensitivity for low linear quantities, whereas each order of

magnitude only doubles the logarithmic value. [57] The equation itself, however, must meet the following
criteria:

·        Although logarithmic, values must be contained within a ‘ceiling’. This is because, if, for example,
we wish to rate the likelihood of an event being connected with hostile activity on a scale of, for
example, 0 – 100.

·        A logarithmic scale provides a means by which to differentiate between ‘low’ and ‘medium’ anomaly
levels, for example, ‘low’ levels may be ignored entirely, whereas ‘medium’ levels may be recorded or
used for calibration purposes, but may not trigger an urgent alarm.

·        Another benefit of logarithmic scaling is that the frequency of events spanning multiple orders of
frequency can be easily represented on the same plot. For example, it is possible to view trends
relating to IP port usage on the same time based graph, even though the expected or actual, traffic
levels may be different by several orders of magnitude.

The formula I have developed is as follows: [58]

The variable definitions are:
·        ‘S’ is a scalar, which determines the scale over which we wish to categorise events. For example, if

we desired a scale of 0 – 10, S would be equal to 10.
·        ‘n’ is the number of occurrences of a given event.

·        ‘d’ is a delaying factor. This allows the ‘time constant’, t. This makes it possible to configure the
number of events required to reach a given rating.

The following graph demonstrates the effect of the variable ‘S’:

Fig. 47: Graph of the above equation



For each ‘S’ value, ‘F’ never exceeds ‘S’. The effect of ‘d’ is also summarised:

Fig. 48: Effect of changing the ‘delay’ variable

The ‘n’ axis illustrates the effect of ‘d’, on t. The initial negative values are not a concern, since any
negative ‘f’ value is considered equal to 0. However, it is important not to attempt to calculate ‘f’ whilst ‘n’
is zero, as f = - ¥ at this point, as is common to all logarithmic functions.
The exponential decay component is required to prevent ‘f’ from ever exceeding ‘S’, for any value of ‘n’.
Theoretically, ‘f’ never quite achieves the value of ‘S’, since as ‘n’ tends to infinity, the gradient of the graph
tends to 0. The gradient at any given point can be found by differentiating the equation with respect to ‘n’.
The general case is: 

 

This is best illustrated by plotting the derivative on the same scale:



 
Fig. 49: Derivative (gradient) demonstration

The graph shown uses an ‘S’ value of 10, in order to use a rating scale of 0 – 10, the ‘d’ value of 0.05 would
appear a reasonable starting value for testing. It is important to realise that Derive automatically simplifies
equations, expressing fractional values in their lowest terms.
The performance of the above equation was tested simply by using a TCP connect scan. The first connection
attempt is simply recorded as a ‘single’ connection attempt since no record of previous connections from host

192.168.0.2 is present. [59] However, as demonstrated below, the second connection attempt meets the
requirement for the ‘multiple port detection criteria’ – there is now a record of this same host connecting to
more than one port of a target system.

Fig. 50: Example Output for a TCP connect scan

As this may not in itself be suspicious (it is not unusual for a single host to follow a URL from a web page to
an FTP site, for example), the ‘probability’ factor is still rated as low (shown in blue). However, further



connection attempts escalate the probability.
As no conditions are placed on the exact destination address (the ports probed can belong to one or more
destination addresses), the procedure is equally valid for a single machine, or across the full range of

machines accessible through the gateway. [60]

This use of multiple (ramped) thresholds is less simplistic than the use of a single threshold, and may reduce
the changes of false positives, for example if an alert were only generated once the high/very high probability
category was reached (which in itself is unlikely to be accidental).
Incidentally, any connection attempts, which appear from other source addresses whilst 192.168.0.2 continues
the port scan, will not be included in the count. They will show up separately as ‘single connection attempts’
[61] colour coded in gray. The key reason to record this ‘apparently normal’ network activity is not so much
to facilitate testing as to detect the instances of probes which involve a single destination port (and which may
be replicated across large numbers of machines). Also, this ensures the recording of events, which are spaced
too far apart in time for the IDS to ‘remember’ previous connection attempts by the same host. This is in

contrast to the ‘multiple port’ probing which the ‘threshold’ based routine detects. [62]

Not all reconnaissance activity uses fast scanning techniques such as those employed by ‘Mscan’, which
scanned at a rate of 10 packets to separate ports per second (and which IPGateKeeper would detect easily!).
Northcutt, (2003) states “Scan detection boils down to detecting X events of interest across a Y sized time window”.

However, since it is always possible to defeat the longest time window, it is my view that it is best to:
1)      Record the IP address of any host which has recently attempted to connect to more than a single

port;
2)      Compare this with any future addresses doing likewise;
3)      Alert where the total unique connection attempts exceed a suitable threshold;
4)      It is unavoidable that, at some stage, the process needs to be reset. This could take place after,

for example, 1000 occurrences of event 1, or after 24 hours.
The obvious outcome of the above procedure is to resize the time window to fit the scanning rate. Since it is
necessary to reset the window periodically (for example, after 20 minutes); it is still possible to remain
undetected, however to scan even a single subnet at such a rate would take months!
Since not all scans rely on actual connection attempts, the count should not be restricted to TCP Syn packets
alone.
The output resulting from the scanning activity (above) can be contrasted with that of normal traffic (Fig. 51).



Fig. 51:Appearance of ‘Normal’ network activity, for a generalised configuration

                                X.       Local Connection Status
Although the IDS is designed to run on a gateway, [63] it is useful to maintain a record of connections
established to/from the gateway itself. This is useful for testing purposes, and because the gateway itself can
be compromised. (The gateway is the only system visible externally where NAT is in use). This allows a
‘profile’ of actual connections to be maintained. Although the ‘Netstat’ command can be used on the gateway
itself to list all contemporary connections, there is no means by which this can be accomplished
automatically.
For this reason, I took a decision to add this capability to IPGateKeeper. The code for this function was based
partially on an open source program, Netstatp by Mark Russinovich, (2003). The derived endpoint monitoring
code is dependent on the dynamic link library, ‘Inetmib1.dll’, which must be present on the search path.
This function is called on startup, and thereafter when an incoming connection is made to the gateway or

standalone system itself. [64] This generates a connection history (Fig. 52), in the file ‘status.htm’.

Fig. 52 TCP Connection Status Record



Conversion between IP addresses and names can be carried out using Gethostbyname() and Gethostbyaddr()
in C.

Fig. 53 Listening UDP Services

This procedure cannot be carried out for UDP connections, as UDP is ‘connectionless’. It is however possible
to maintain a list of listening ports, which would, for example, give away a ‘Trojan horse’ utilizing UDP for
transport. The accuracy of the reports can be tested using the ‘Netstat’ command (at the time of update!).

Fig. 54 Comparison with MS Windows ‘Netstat’ command

The list in fig. 54 would appear to confirm accuracy of reporting. A list of listening TCP and UDP ports can
be obtained using the ‘-a switch (Fig. 55).



Fig. 55: ‘Netstat –a’ Shows all listening services by name where recognised, and their status

The ‘state’ column refers to the TCP connection status (se Fig. 56).

Fig. 56: ‘Netstat –a –n’ Shows all listening services, and current TCP connection status

A numerical listing can be obtained using the ‘-n’ switch. Local TCP ports currently awaiting a connection
are shown with a foreign address of 0.0.0.0.

                              XI.      Testing & Evaluation
The performance and usability of any software application can only be fully assessed "in the field". This is
largely due to the fact that, at a ‘pre-implementation’ stage, you have yet to have a sufficiently complete



application for testing to commence. Shneiderman, (1987), states “At this early post-implementation stage the only factor

that can confidently be assessed is the degree of subjective satisfaction among users”.

Preece (1993), makes a distinction between formative evaluation, which is primarily concerned with
influencing the design of the product during the development stage, and summative evaluation, concerned
with testing the actual functionality of the system, following it’s implementation. Unfortunately, the test
procedure is fraught with difficulty. There is no standard means by which to carry out testing, except to
demonstrate responses to known attacks. “While intrusion detection systems are becoming ubiquitous defenses in today's networks,

currently we have no comprehensive and scientifically rigorous methodology to test the effectiveness of these systems.” Mell, (N.d). There
is no practical means by which to carry out performance testing with regard to future threats. This is
contraversial. Real environments offer a realistic traffic scenario, without the requirement for any user activity

analysis. [65]

However, since this environment is likely to contain some intrusive data, therefore there is little opportunity
to sample ‘exclusively normal’ network activity.
Simulated environments offer freedom from such contamination; however it is difficult to accurately simulate
the ‘real world’. This takes a great deal of estimation regarding the statistical distribution of network traffic
generated by thousands of users. For example, it has been suggested by some researchers that the
characteristics of network traffic have a Gaussian distribution; others disagree. The real difficulty is that little
simulation has been attempted in the analysis of IDS performance.
For this reason, I decided to carry out testing in both ‘real’ and ‘simulated’ environments.
The ‘real’ environment consisted of traffic actually obtained from the Internet, by placing the computer
running the software in the DMZ for one week. The simulated test involved isolating this computer from the
Internet, and simulating an environment within the private network alone. As the number and distribution of
‘events’ in the two scenarios are invariably different, however, the two methods are mutually independent.
[66] For this reason, the results cannot be compared and contrasted.

Fig. 57: Home Network Topology

These are the bandwidth  performance results, in terms of packets dropped as a percentage of the total
throughput:

Bandwidth IPGateKeeper Snort(Outside X- Snort(Under X-



Windows) Windows

Quiescent 0% 0% 3%

500kbps, Omni-Dir 11.5% 4% 13.2%

10Mbps, Bi-Dir 21% 12% 37%

 
Clearly, Snort has lower packet loss rates when run alone on the Unix system, giving better performance than
IPGateKeeper. It has to be bourne in mind, however, that IPGateKeeper is at a considerable disadvantage,
since Windows requires that Windows be running (!) whereas all Unix operating systems can run fully
without X-Windows. Snort exhibits far worse performance when run in a Konsole Window under X-
Windows.
It is also essential to consider the speed of the system CPU when making such comparisons. The Windows
2000 system and Unix system have CPU clock speeds of 500 and 133MHz respectively; both systems have
64MB of RAM installed. Therefore, the test results are somewhat arbitary; they do illustrate the difficulty of

making a scientific observation without ‘all circumstances being equal’.[67]

It is, however, worth noting that the test results shown are ‘worst possible case’, since in both cases the
500kbps Cable Modem and 10Mbps Internal LAN were running at 100% utilization. In practice, most
networks, including Ethernet, will tend to saturate at approximately 85-90% of the maximum throughput
supported by the hardware, as pointed out by Stallings, (1999). This saturation point does vary between
networks of various specification, such as Ethernet, (IEEE 802.3), and Token Ring, (IEEE 802.5). For the vast
majority of the time, networks run at a small percentage of saturation.
For signature detection, (which involves the analysis of network packets as far up the OSI model as the
presentation layer), the performance is expressed as the percentage of signatures detected, of the total sent

across the network using the Echo protocol[68]:
Quiescent 500kbps, Omni-

Directional
10Mbps, Bi-Directional

100% 76% 64%
 
The conclusion to be drawn from the above, is that, at low levels of utilization, signature detection is very
reliable. However, at saturation levels, the CPU loading becomes sufficient to cause the IDS to drop packets.

                             XII.    Conclusion
Although I am slightly disappointed with the Packet losses encountered under high traffic loading, I am
satisfied with the overall performance of IPGateKeeper. One of the earliest issues which I spent a great deal
of time attempting to resolve, was associated with ‘real-time’ operation. Except under low utilization
conditions, the packet handling time exceeds dT. Without utilizing multithreaded operation, the percentage of
packets successfully processed averages to 1/(Process time / dT). This implies that, where, for example, the
processing time is equal to 12dT, the percentage of packets successfully handled will be equal to:
1/(12dT/dT) Packets = 8.333% of all packets. This is not a good performance!
Multithreaded operation dramatically improves the performance of the IDS.  This proved problematic; I

eventually decided to utilise the Winposix[69] regular expression library to assist in the processing of packet



data where required as per the configuration.
A later problem concerned the monitoring of TCP connection states, in order to detect many types of
‘stateful’ attack. This requires that an accurate record of connection states be retained. The difficulty proved
very difficult to overcome, simply by virtue of the time domains and storage requirements in question. Disk
storage is limited only by the available disk space, as far as capacity is concerned. However, the use of disk
storage effectively equates to the use of virtual memory, which offers access times several orders of
magnitude slower than RAM storage. Furthermore, as IPGateKeeper has to compete with any other
applications running for use of disk access, and with the Windows’ Swap file, access times can become even
more problematic!
RAM has the advantage of being accessible in near real-time; however, it has limited storage capability.
Although I considered the use of dynamic memory allocation to conserve memory, it became clear that the

overheads involved were too severe, both in terms of time and CPU overhead.[70] Arrays represent a
relatively inefficient use of RAM, since not all elements declared may be utilised; however, in this application
I faced the opposite problem – any array becomes full! Therefore, however large an array I declared for the
purpose of storing such data as TCP connection states, it would become full, and I had the choice of either re-
using the array elements cyclically, (and thereby discarding data, so that, for example the ‘memory’ of a TCP
Syn Packet could be lost, making the further analysis of the connection inconclusive), or, by not reusing the
available capacity, to allow the available memory to become full, rendering the IDS ineffective after 100%
array usage! In the first instance, a slow scan would defeat the IDS; in the latter, a flooding attack would
quickly have the same outcome. Using array storage for ‘short-term’ events, and disk storage in the longer
term appeared only a partial solution, since retrieving data from large files (of the order of 100MB+ after
several days) is very resource intensive.
Eventually I decoded to opt for a statistical method in lieu of the ‘stateful’ method. This involved counting the

number of connection attempts and responses (Ack/Syn or Ack/Rst in the case of TCP), [71] detected in a
given ‘time window’ and alerting when a threshold was exceeded. This process was intentionally made ‘non
address specific’, since the use of decoy addresses (which many reconnaissance tools use as a matter of
course!), would render the method ineffective.
As discussed earlier, I decided to provide summaries of activity in a readable, colour coded format, with an
‘event specific’ record to provide ‘supporting evidence’. Generally, irregularities within individual packets
are reported in the ‘packet specific’ reports as per the configuration; whereas events involving sequences in
packet arrival are provided in the ‘History Report’. The reasoning behind this reasoning is documented in the
logbook.
To sumarise, I believe that, in spite of the shortcomings of software based IDS, they have a useful role in
today’s increasingly mobile and decentralised computing environment. However, wherever feasible, I would
conclude that a hardware based IDS, with updateable firmware, is preferable. In such a system, the hardware
is dedicated to the IDS process alone. Nowadays, when non-volatile RAM capacity (Such as ‘flash’ memory)
is available in capacities measured in gigabytes, I believe that this combination of mobile software IDS, and
fixed hardware IDS, is the way ahead.   

 



 
 
 
Glossary
dT: In this context, the average time duration between packet arrivals. This varies with both bandwidth and average packet size, within a given

time window.

ACK: Acknowledgement (TCP Flag). This is set as an acknowledgement of an incoming TCP connection. All TCP packets, except for the initial
‘SYN’ packet, which initiates a connection, have this flag set.

AND: Boolean ‘AND’. This condition is true, only when all input conditions are true. In ‘C’, a zero value evaluates to true, whereas all non-zero

values evaluate to true.

Anomaly: An event or sequence of events, which do not occur under normal operating conditions. For example, the occurrence of connection

attempts by a single host to multiple ports, TCP packets with nonsensical flag settings, or multiple incomplete TCP connections between hosts, are

anomalous events.

ARP: Automatic Routing Protocol. This is used to match IP addresses to MAC addresses.

b: Suffix indicates binary number. Binary numbers have a base of 2; therefore all bits can take either a value of 0 (false), or 1 (true).

Bind: The Berkeley Internet Name Deamon.

Buffer Overflow: Reading of data into a memory space (such as an array), which is too large to fit into the memory space. This is generally caused

by a program failing to test whether the data will fit into the memory allocated in advance. This problem is common in programs written in ‘C’,

since the language does not perform a bounds check on any variable access. However, this problem is less common in programs written in other

languages, such as Modula2 and Java.

BUG: An unintentional property of a software component, which may cause it to fail under certain conditions. For example, earlier versions of MS

Windows, and some versions of Unix, would attempt to assemble a fragmented TCP packet, the total size of which was above the legal maximum

of 65535 bytes in size. This caused a buffer overflow to occur.

CGI: Common Gateway Interface. Scripts providing an interface between a web interface, and internal databases. 

Command: Single Operating Instruction. For IPGateKeeper, commands must be separated by spaces, but must not contain spaces.

CWR: Congestion Window Reduced (TCP Flag): This facility was added to TCP in order to reduce the number of packets dropped due to

congestion. This is set in response to the remote system setting the ‘ECN Echo’ flag.

d: Suffix indicates decimal number. This is an ‘ordinary’ number to base 10. The suffix avoids any possible confusion with hexadecimal numbers

(base 16).

DOS: Denial of Service attack: Attacks which aim to prevent operation of a network, either by saturating its bandwidth, causing legitimate packets

to be dropped, or by causing a break in connectivity.

DDOS: Distributed Denial of Service attack. This involves the launching of a denial of service attack from multiple compromised systems. These

systems may be found manually, or more commonly, by automatic means. Home users, who access the Internet via ‘broadband’ Internet services,

are particularly vulnerable to this type of exploitation. DDOS attacks are often known as ‘Man in the Middle’ attacks.

DMZ: Demilitarised Zone. A system in a DMZ (on which an IDS would be run), would not (generally) be protected by a firewall or network

address translation.

DNS: Domain Name Service. This is the standard service which returns the IP address associated with a particular host name. The Domain Name

Service resides at the session layer of the OSI model.

DOS: Denial of Service. An attempt to exploit shortcomings in the design of a software component, in order to provoke failure.

ECN: ECN Echo (TCP Flag): Set in order to request a slowing in the rate of data transmission by a remote system. The remote system will set the

CWR flag indicating acknowledgement of congestion.



FIN: Final Acknowledgement (TCP Flag): This is set in order to request the closure of a connection. This cannot be legally set without the ‘ACK’

flag.

Flag: A single bit, which serves as an indicator. Usually, a whole byte is set aside providing 8 flags. In TCP, the flag settings indicate the state of a

connection.

h: Suffix indicates hexadecimal number, base 16. This suffix is provided in order to avoid possible confusion with decimal values, for example

10h = 16d.

HCI: Human/Computer Interaction: The Science of Human/Computer interaction is central to the ‘ease of usage’ philosophy. Systems should be

designed with the end user in mind.

HEX: Hexadecimal: Number having a base of 16. This is useful as each digit (hexadecimal place) is equivalent to four binary bits. For example,

3Fh = 00111111b.

HTTP: Hypertext Transfer Protocol. The protocol employed by ‘web’ servers to supply pages written in HTML (Hypertext Markup Language).

The Hypertext Transfer Protocol resides at the session layer of the OSI model.

The specifications are defined in RFC’s 2616/2617.

HTTPS: As HTTP, only HTTPS encrypts data before sending it across the network. For this reason, it is used in secure e-commerce and banking

transactions. The Secure Hypertext Transfer Protocol resides at the session layer of the OSI model.

ICMP: Internet Control Message Protocol: This is used for the testing of routing and reachability. ICMP is protocol 1 when used over IP. The

Internet Message Control Protocol resides at the transport layer of the OSI model. The specifications are defined in RFC792.

Ident: Identification Protocol. This provides a means by which a server can obtain some information regarding the ‘owner’ of a TCP connection,

on a multi-user system. The Ident Protocol resides at the session layer of the OSI model. The specifications are defined in RFC1413.

IDS: Intrusion Detection System: A system, which ‘generally’ monitors network traffic passively, recording any suspicious events which deviate

in some way from the expected behavior of the network. This is as opposed to a firewall, which actively blocks ‘abnormal’ packets.

Illegal: In this context, this effectively means ‘Out of specification’. This is by virtue of non-compliance with meaningful values or settings, as

defined in relevant documentation.

IMAP: Internet Message Access Protocol. Retrieves incoming electronic mail; similar to the post office protocol, but has extra functionality. The

Internet Message Access Protocol resides at the session layer of the OSI model.

The specifications are defined in RFC2060.

IP: Internet Protocol: The standard, ubiquitous, ‘language’ of the Internet. This operates at the network layer of the OSI model. The IP packet

‘wraps’ packets of the transport layer protocols, such as TCP, UDP and ICMP. IP is so widely used that even dedicated network operating systems,

such as Novell Netware, which have their own built in protocols (IPX for Netware), support IP in addition. The Internet Protocol resides at the

Network layer of the OSI model. The specifications are defined in RFC760.

IPV4: Internet Protocol Version 4. This is the current (at time of writing) version of the Internet protocol. The main limitation of IPV4 lies in it’s

32 bit addressing scheme, which supports ‘only’ 2^32 (4294967296d), (100000000h), addresses, which are fast running out.

IPV6: Internet Protocol Version 6: This updated version of the Internet Protocol has a number of refinements, including support for 2^128 (> 3.4 X

10^38d) addresses!

Kerberos: A secure authentication protocol utilizing secret-key cryptography to identify client-server identities, across an insecure connection.

MAC: Media Access Control: Each network interface has a unique hexadecimal number, worldwide, known, as it’s MAC address. The allocation

of MAC addresses is regulated worldwide.

Malware: A general term for malicious software. This term covers ‘viruses’, ‘Trojan Horses’, ‘Worms’, and such like. In general, software which

is intended to cause loss, damage or disruption, whether or not the programs have the capability to ‘self replicate’.

MTU: Maximum Transmission Unit. The maximum packet size supported by a network. For Ethernet, this size is 1500 bytes. Packets larger than

this will be fragmented, and reassembled at the destination.



NAT: Network Address Translation. A scheme in which (usually) a single public IP address is ‘translated’ in such a way that hosts inside a private

network (using IP addresses reserved for this purpose (see RFC1918)) are not directly connected to the Internet, but can access the Internet via the

gateway. This has two benefits; firstly, it saves public IPV4 addresses, which are currently in short supply; secondly, hosts inside a private network

are invisible externally, except via ports which are ‘forwarded’ through the gateway, or generally, where they are placed in  a DMZ. Unfortunately,

some services, for instance videoconferencing, cannot operate through NAT as there is no direct return channel to the internal host.

NFS: Network File System. On Unix, this allows remote Unix systems to ‘mount’ part of the local file system as though it were local. This

appears as a subdirectory of the directory tree. The Network File System Protocol resides at the session layer of the OSI model.

The specifications are defined in RFC1094

NIA: Network Interface Adapter: The hardware, which interfaces a particular computer or other network capable device to the network itself.

NTP: Network Time Protocol. This provides an accurate time reference (typically of the order of 1-30 milliseconds), depending on the stratum

level of the server, and the electrical distance from the client to the server. The Network Time Protocol resides at the session layer of the OSI

model. The specifications are defined in RFC1305.

NNTP: Network News Transport Protocol. This is similar to those protocols utilised by electronic mail; however, the same protocol is employed

by user-to-host and host-to-host exchanges. The Network News Transport Protocol resides at the session layer of the OSI model. The

specifications are defined in RFC977.

OR: Boolean ‘OR’: This condition is true if at least one input condition is true. Which input(s) are true are unimportant. (This is actually the

inclusive OR).

OSI: Open System Interconnection: This model illustrates the ‘layered’ network design, which effectively ‘insulates’ each layer from those below

it. For example, the Transmission Control Protocol operates equally well over IP, or Novell IPX, and IP operates equally well over Ethernet or

Token Ring based networks.

POP: The original electronic mail retrieval protocol. The currently used version is version 3, POP3. The specifications are defined in RFC1939.

Port: Effectively, a ‘logical endpoint’ for a connection. The majority of services listen on an assigned port number; if a service is running, then a

port is said to be ‘open’ to connections.

Posix: Portable Operating System Interface. This is a standard adhered to by virtually all Unix (but not Microsoft) operating systems.

PSH: Push (TCP Flag): This flag is set in order to ensure that the packet is passed as quickly as possible to the application receiving it. This is

always set in combination with ACK.

RFC: Request for Consultation. In despite their name, the specifications of well-known protocols and other parameters are defined in ‘request for

consultation’ documents.

Rlogin: Remote Login. This provides a virtual terminal connection similar to Telnet, but which provides greater transport of terminal environment

semantics than Telnet. Also, it can be configured not to require password authentication from trusted hosts. The Remote Login Protocol resides at

the session layer of the OSI model. The specifications are defined in RFC1282.

RST: Reset (TCP Flag): The reset flag indicates that immediate closure of a TCP connection is required; for example, due to congestion.

Rule: A configuration of one or more commands defining event characteristics. IPGateKeeper expects rules not to span lines; i.e. each line in the

configuration file is treated as a separate rule.

Signature: An identifiable, characteristic, string found in one or more network packets, which is related to a particular attack. For example, the

following string:

"GET /scripts/..%255c%255c../winnt/system32/cmd.exe?/c+dir” attempts to exploit a vulnerability in the MS Windows NT scripting host, in order

to obtain a directory listing via the Command Prompt.

SMTP: Simple Mail Transfer Protocol. The ubiquitous protocol for outgoing mail transfer. The Simple Mail Transfer Protocol resides at the

session layer of the OSI model. The specifications are defined in RFC821.



SNMP: Simple Network Management Protocol. This provides a means to control and/or monitor large or complex networks. Although normally

used to monitor network hardware, there are implementations for full-blown operating systems. Access to ‘agents’, as its servers are known, is

controlled via ‘community strings’, which are, in effect, passwords. The Simple Network Management Protocol resides at the session layer of the

OSI model. The specifications are defined in RFC1157.

SNTP: Simple Network Time Protocol. A minimal version of NTP, simpler to configure than NTP, but is suitable in applications not requiring the

accuracy of NTP. The Simple Network Time Protocol resides at the session layer of the OSI model. The specifications are defined in RFC2030.

Spyware: A general term for software, which is designed to leak personal or other data from a computer or network, generally for commercial

purposes. In the majority of cases, this takes place behind the scenes, without either the user’s knowledge or consent.

SSH: Secure Shell. Essentially, a secure version of the Telnet remote login protocol, which encrypts passwords and other data. Secure Shell resides

at the session layer of the OSI model.

SSL: Secure Socket Layer. The industry standard for encrypting network traffic against interception. Netscape Communications Corporation

developed SSL.

SYN: Synchronise (TCP Flag): This is used to initiate a TCP connection. The first packet sent has the SYN flag set, as does the first packet sent in

reply (if the requested service is running on the remote system). Thereafter, the SYN flag is reset.

TCP: Transmission Control Protocol: this is protocol number 4 over IP. This provides a reliable connection, since packets are acknowledged upon

receipt. The majority of Internet traffic utilises TCP. The Transport Control Protocol resides at the Transport layer of the OSI model. The

specifications are defined in RFC793.

Telnet: The (almost) original remote login protocol. Allows the remote execution of commands on a given system; can be configured to perform

other functions, ranging from information provision, to database searches. The Telnet Protocol resides at the session layer of the OSI model. The

specifications are defined in RFC854.

TTL: Time To Live. This byte is decremented by one on passing through a router. Should the TTL reach 0, the packet is dropped, and the sending

host informed of the delivery failure. This is to prevent ‘orphaned’ packets from being endlessly circulated around the Internet.

UDP: User Datagram Protocol: This provides a ‘connectionless’ means of transport, without a requirement for acknowledgement. This is less

reliable than TCP; however UDP acquires little performance overhead. It is utilised by simpler network services, such as the domain name service.

The User Datagram Protocol resides at the Transport layer of the OSI model. The specifications are defined in RFC768.

URG: Urgent (TCP Flag): This flag is set indicating that a packet has high priority. It is always used in conjunction with the ACK flag.

XOR: Exclusive OR. This condition is true where at least one, but not all, input conditions are true.
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Appendix I.                Existing Intrusion Detection Methodologies
With regard to computing, security is regarded as having three classifications:

·        Availability is concerned with ensuring the preservation of data, such that those who legitimately
require access to that data may reliably access it;

·        Confidentiality is concerned with the prevention of unauthorised access to, or disclosure of, data held;
·        Integrity is concerned with the prevention of data modification by unauthorised parties.

In order to maintain these three objectives, it is necessary to define a set of ‘rules’ relating to who is allowed
access to the data, and under what conditions. It follows that, in order to ensure that security requirements are
met, events, which are potentially hostile, must be detected. There are various detection techniques currently
in use. 
Anomaly-Based Detection:
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This is an adaptive method, which involves ‘learning’ the normal characteristics of traffic, which is
‘normally’ present. The major difficulty inherent in this method is that, if abnormal activity is present during
the learning phase, this may be misclassified such that this activity will remain undetected into the future.
Additionally, Anomaly based detection is of no use during the time taken to ‘learn’ the characteristics of the
network. A longer ‘learning’ phase offers higher accuracy, however, it will also take longer for the IDS to
generate useful results. Furthermore, should any changes be made to the network topology, or the services
employed, the learning process must be repeated.
Protocol-Based Anomaly Detection:
This utilises knowledge of protocol characteristics. Since this ‘knowledge’ is ‘hard coded’, the ‘learning’
phase is eliminated. For example, the presence of fragmented IP packets, the sum of which exceeded 65535
bytes, would generate an alert as such packets violate the protocol specification. Another obvious example of
protocol based anomaly detection involves the detection of TCP packets with illegal flag settings, as
discussed previously. Also, the monitoring for violations of protocol specifications will not require the user to
configure any ‘attack specific rules’. This is a considerable advantage of the Protocol Based Anomaly
Detection method.
A further variant of anomaly detection is statistical anomaly detection. For example, an increase in UDP
traffic of a whole order of magnitude is highly suspicious. It is, however, important to realise that the IDS
must either learn or be programmed, with threshold values for each type of traffic, which is (not) likely to be
present under normal operation conditions.
In general, the advantage of ‘adaptive’ methodologies lies in the fact that, as little configuration is required,
they offer a great deal of convenience to the end user. In addition, they are not restricted to the detection of
known types of attack. However, results are often inconclusive, and adaptive detection systems are highly
dependent on what they learn to be ‘normal’ network traffic characteristics.
Heuristic Detection Methodologies utilise mathematical techniques in order to ‘detect’ abnormalities in
network traffic. This method is ideally suited to the detection of ‘port scans’, involving connection attempts to
multiple, diverse, TCP or UDP ports on one or more target systems. It is very unusual for normal connection
attempts to be made to multiple ports in a short space of time, therefore it is a near certainty that this activity
indicates an attempt to discover which services are running on a given machine. This can be confirmed for
certain if all packets detected have their Syn flag set (For TCP). Although there may be a requirement for all
packets to originate from a single source address, this option should never be ‘hard coded’ since it is not
unknown for hackers to work in groups, in order to make it more difficult for an intrusion detection system to
correlate the data.
Heuristic Detection
Heuristic detection is the only viable detection method for some suspicious activity; however, algorithms may
require a considerable investment of development time in order to maximise their effectiveness and minimise
the generation of false alerts. It may also be necessary to design separate algorithms for various types of
network.
Pattern Matching:
This is the simplest method of detection. It is very decisive in it’s approach, and system overheads are lower
than those of more complex methods of detection. For example, the detection of the character string “GET
/default.ida?” in a TCP Syn packet, targeting port 80 would indicate, with almost 100% certainty, that the



‘Code Red’ worm was responsible. This principle is generally of high accuracy, generating very few false
alerts.
However, where another, legitimate service also shared this signature, this technique would certainly produce
a very high number of false alerts! Another disadvantage is due to the fact that a slight modification of the
attack, which is common between variants of the same virus, for example, would result in a missed event.
Also, as this method only analyses individual packets, it does not readily adapt to the analysis of multiple
packets forming an individual packet. It can be subverted simply by spanning signatures across multiple
packets, or by fragmenting packets. Although it is possible to ‘queue’ packets until a complete analysis can be
performed, this would greatly increase the performance overhead.
Also, there is the difficulty that many network services and intrusion tools do not operate on specific TCP or
UDP port numbers. Although exceptions to a rule are rare as far as far as ‘well known’ services are
concerned, many services listen for connections in the dynamic port range, some of which may allocate ports
dynamically. For example, MS SQL Server listens for connections on port 1433  by default, but is easily
reconfigured to use any port. It is also common for web services to listen on ports other than 80; for example,
port 8080 is commonly used for HTTP proxy servers. This presents difficulties for pattern matching
detection.  
Stateful Pattern Matching:
This variant of the above technique recognises the order of packet arrival and extends detection across packet
boundaries. This does imply the storage of incomplete signatures until a complete match can be made.
Protocol-Decode Analysis:
This method addresses the difficulty of detecting segmented signatures by decoding the protocol itself, in
using exactly the same method as the software, which normally decodes the data. This allows for complete,
accurate analysis of a given exploit, as it is able to detect violations of a given protocol to a high degree of
accuracy. However, as not all ‘real-world’ software adheres strictly to RFC’s, it can produce regular false
alarms as a consequence. Furthermore, this is a complex form of analysis, which is difficult and costly to
implement.
It is apparent that no single method of detection is perfectly suited to the detection of every possible form of
known attack. Furthermore, as the struggle between IDS designers, and those attempting to subvert or evade
detection is ongoing, any intrusion detection system designer is permanently engaged in an ‘arms race’ in
attempting to keep their product up to date. A further problem faced by designers of intrusion detection
products involves the fact that there is no standard definition of a network intrusion. This results in a great
deal of difficulty when comparing products and methodologies.
A general description of the attacks, and their objectives, can be found in Appendix 2.
 
Appendix II.             Definitions of Attack Types
Why are systems vulnerable to attacks?
Once, hacking almost exclusively involved machines running the various versions of Unix, which often
offered a great deal of existing services, which provided opportunities for hacking attacks. Up until
approximately 1996, DOS/Windows based systems were relatively simple, offering few such opportunities.
However, three factors have changed this situation. The first was the explosion in the numbers of home and

business computers running various Microsoft Windows versions, many of which were not secure. [72]



Furthermore, Microsoft has tended to design for ‘ease of use’, rather than with security in mind.
Secondly, the emergence of Windows NT, whilst advertised as ‘secure’, offered a more challenging target.
However, many users, whether home users or business users, see security as getting in the way of
convenience, and therefore continue to run ‘potentially secure’ versions of MS Windows (NT/2000/XP) in the
least secure way possible, making themselves just as vulnerable as if they were running Windows 9.X.
Furthermore, many ‘convenience’ features such as ‘Fast User Switching’ and ‘Remote Assistance’ (Fig. 58)
provide all the assistance a that malicious user needs to compromise MS Windows systems.

Fig. 58:  In spite of its recent policy of ‘Taking security seriously’, Microsoft is continuing to provide assistance to malicious users, in the name of ‘Ease of Use’.

Finally, the widespread recent adoption of ‘broadband’ Internet connections has consequences for security –
unprotected ‘home computers’ are connected permanently, often with fixed IP addresses, via fast connections.
This has resulted in the emergence of widespread DDOS attacks.
Probably the single biggest problem at time of writing, however, is that many home users neither know nor
understand that security is their concern –no Internet connected computer exists as an ‘island’; whereas
people talk about being ‘connected to the Internet’, they fail to realise that by definition, it is equally true that

the Internet is connected to them. [73]

Therefore, although Unix systems continue to be targets for malicious activity, the current focus of malicious
activity has shifted towards Microsoft Operating Systems. It seems reasonable for this trend to continue.
Although the majority of intruders are currently ‘amateurs’ who tend to choose very easy targets, experience
has shown that such activity tends to capture the attention of ‘professional’ criminals, such as fraudsters. No
amount of encryption of network traffic associated with electronic commerce is of any protection whatever, if

the same customers computers can be easily accessed by fraudsters. [74]

Brief descriptions of the attacks follow.
1) Probes
These are reconnaissance methods, which attempt to identify vulnerable systems. Examples include:

ICMP Echo (Ping) sweeps across a given address range, for example, 80.4.0.0 to 80.4.7.255, in order to
discover which systems are up at the time (There is little point in attempting further reconnaissance on
‘down’ hosts!). Alternatively, it is possible to obtain lists of hostnames via DNS. This gives away plenty
of information, as administrators tend to name their systems according to the services they provide, and
often their location. The hostname may even give clues as to when the host may be up! For example, a
name beginning in ‘ftp’ would imply not only that this particular machine offers the file transfer protocol
service, but also that it is likely to be up 24 hours per day!



·        Port Scans, which test one or more ports for the presence of servers. These range from simple TCP
connect scans, to ‘stealth’ scans, which attempt to evade detection. For example, a ‘FIN’ scan sends
TCP packets with only the ‘FIN’ flag set. Open TCP ports usually generate no response to this packet,
however closed ports respond with a ‘reset’ packet, having the ‘Ack’ and ‘Rst’ flags set. Other
techniques include the sending of packets from a range of faked IP addresses, in addition to the correct
address. This makes it very difficult (but not impossible) to determine the actual source of the attack.
[75]

·        Vulnerability Testing: Although a port scan reveals which ports of a given system are open, they do not
tell the attacker which vendor or version of a service is running. As, for example, vulnerabilities
affecting Microsoft Internet Information Server are not common to all HTTP servers, the attacker needs
this information in order to attempt an attack. This type of reconnaissance reveals whether, for example,
a system has the latest patches installed.

Fingerprinting: This type of scan monitors a system’s responses to various events, such as the receipt of
illegal TCP packets, comparing these with the known responses of various operating systems. This may
possibly provide an indication of which operating system is running. The information obtained would allow
the malicious computer attacker to identify if the targeted host is vulnerable to a certain exploit aimed at a
certain service version running on a certain operating system.
 

·        If an attacker already has a compromised host, they may run the scan remotely from this remote
system. This simply makes the compromised system the actual ‘source’ of the attack.

2 ) Password Attacks
One of the traditional difficulties involving passwords concerns the ability of the user to memorise them. The
longer, and more complex a password, the more difficult they are to guess, or even break. However, a
stronger password is difficult to remember, particularly when it has only recently been assigned, and users
will often either write them down, or change them to something easier to remember, such as their username
capitalised or reversed; they may also use other easily guessed passwords, for example, their car registration
number.
There are many software tools, which are freely available, which attempt to break passwords. These may use
a ‘dictionary’ attack, or simply use sequential techniques.
Even if strong passwords are used, many protocols such as telnet, Netbios, FTP, POP3 and IMAP transmit
passwords over the network without encryption! This allows an intruder, having compromised a single host,
to gain access to other systems on the same network.
This problem can be addressed using ‘secure’ hubs, in order to minimise the number of points at which
passwords can be intercepted, and where possible, using protocols, which encrypt passwords, for example,
secure shell in lieu of telnet.
Where protocols are unencrypted, password breaking attacks may be detected by constructing an IDS
configuration rule, which monitors the relevant port (for example, port 23, TCP for Telnet, or port 143 for
IMAP), and a ‘signature’ which is identical to the username – as the username must be used in conjunction
with the password. For example, the following IPGateKeeper rule “Format=1 Dest_Port=139
Record=Netbios.htm Text=DavidN” would detect such an attack on a Netbios network share. This log will
normally be indicative of typical usage patterns; an anomalous usage pattern, such as multiple failed



connection attempts, would indicate a ‘brute force’ attack. This log must, however, be maintained in a secure

location. [76]

3) Denial of Service Attacks
In recent years, a new type of attack has become common. DOS attacks are not intended to obtain
unauthorised access to systems, or the data stored on them. Rather, they attempt to render a system or network
inoperable, either by flooding them with bogus traffic, or alternatively by sending malformed packets in an
attempt to exploit a ‘bug’. A ‘DDOS’ attack involves the mounting of such an attack from multiple
compromised systems. A worrying trend is for ‘viruses’ and ‘worms’ to carry out DDOS attacks. The
‘MyDoom’ virus is the most recent at time of writing. Therefore, it is naive to assume that the IP address(S)
which is/are recorded by a firewall or IDS belongs to the original perpetrator.
‘Syn Flooding’ is another variant of a DDOS attack, in which multiple TCP connections are initiated, but
never completed, causing a server to run out of resources.

4)  Viruses, ‘Trojan Horses”, and other ‘Malware’ [77]

In pre-Internet days, viruses and other such programs were generally either application infectors, which were
mainly distributed on floppy disks and other removable media, and spread when infected programs were run
or copied, or boot sector infectors, which spread when a user inadvertently booted a computer from the
infected media. The rate at which such programs spread was limited by the distribution method itself.
Unfortunately, the Internet offers the scope for viruses and other forms of malware to be spread worldwide in
a matter of hours, as the example below demonstrates.

Fig. 59: Exponential spread of the ‘Code Red’ worm, which exploited flaws in MS Internet Information Services

Moore, D, (2001).

This graph demonstrates how the ‘Code Red’ worm spread on July 19th, 2001. As the rate of distribution at
any given point is proportional to the number of compromised hosts, the number of compromised systems
grows exponentially, until the number of vulnerable systems, which have not been infected, has diminished
sufficiently. However, even at time of writing, I am still logging probes from infected machines on occasion).



There is also a trend for viruses, rather than to directly destroy files or data, to instead attempt to carry out
DOS/DDOS attacks on networks and facilities. Some such programs spread by exploiting security
vulnerabilities in network services (‘Code Red’, via a vulnerability in Microsoft Internet Information Server,
and the recent ‘MSBlast’ worm which exploited a flaw in Microsoft’s implementation of the Endpoint
Resolution protocol, are examples.). Others may rely on human activities to spread; for example, the Swen.A
worm spreads via email, and relies on the user to open the attachment, which is the worm. (‘Opening’ an
executable attachment actually runs the program). This is the appearance of this message:

Fig. 60: Typical appearance of a virus carrying email message, purporting to be a security update from Microsoft!

One reason for such viruses to be so successful is that the average user does not really understand how
computers, and networks, operate. As an example, a fairly high percentage of users cannot identify which
types of file are ‘dangerous’, when sent as email attachments. A survey carried out by Pentasafe Security

Technologies, [78] discovered that as many as 10% of users would open an executable (.exe) attachment
contained in an email message from someone they knew, whereas as two thirds would open a Microsoft Word
document!  ‘High risk’ file types include visual basic scripts (.vbs), MSDOS batch files, and Microsoft Word
and Excel documents, which can contain macro viruses. However, files which cannot contain program code,
such as images, plain text files, and certain formatted documents (for example, Adobe PDF) are safe to open.
The fact that many ‘home users’ are completely unprotected from viruses compounds the problem of
malicious software. Another common difficulty is that, even where they do have antiviral software installed,
many users fail to appreciate that it will need to be updated regularly, as it gives no protection from viruses
newer than the definition file.
Unfortunately, other than continually exhorting users to keep their antiviral software updated, and to avoid
opening unexpected email attachments, there is little, which can be done to reduce the danger from malware.
For example, it may be feasible to block messages with executable attachments at the server, but it is likely to
be impractical to take this precaution regarding MS Word documents, as there are genuine reasons for users to
need to exchange such documents. As few users genuinely need the Windows Scripting Host, it may be
desirable to disassociate the .vbs file extension with the scripting host in order to provide protection from
malicious scripts.
From an intrusion detection point of view, it is possible to detect virus related activity in several ways:

·        Email provides an easy route for malware to penetrate internal networks, even those utilizing private
addressing and NAT, which are not directly accessible from the public Internet. It is possible, however,



to detect strings such as .vbs, and .exe in packets as they pass through the network. This makes it
possible to identify messages containing dangerous attachments. The same principle can be applied to
suspicious text in the message itself. For example, a number of recent viruses have purported to be
service packs from Microsoft!

·        Viruses which exploit weaknesses in network facing software must scan for vulnerable systems.
Therefore, not only is this scanning activity in itself a detectable event, the packets also contain
‘signatures’, for example, GET /default.ida? In the case of the ‘Code Red’ worm.

·        Network traffic related to viruses may itself present anomalous patterns. For example, the sudden
increase in the usage of rarely used IP ports may be indicative of virus related activity. For example,
large numbers of connection attempts to port 135 (DCE Endpoint Resolution) are characteristic of the
‘MSBlast’ virus.

5) Miscellaneous Attacks
In addition to the commonest attacks discussed so far, there are a number of other types, worth a brief
mention:

·        Miss-configured Services: Many services install with very weak default settings, or may be
unintentionally miss configured by the user. For example, SMTP listeners having a default
configuration allowing open relay of mail to anywhere; NFS exports exporting file spaces to
‘everyone’, SNMP ‘agents’ which are left with default passwords (which are included in the vendor’s
documentation), and telnet/rlogin services which have not been re-configured since installation.

·        An example of a user error is the setting up of an X server, using the command ‘xhost +’, which allows
users all over the Internet access to X sessions.

·        Poorly written software: Bugs in network facing software can often be exploited, allowing an intruder
to run commands on a remote system. Certain SMTP, SSH, IMAP, and DNS implementations have
been found to contain such flaws. Processes running as root/administrator present the greatest risks.
Some CGI scripts, installed by default, have also been exploited in this fashion.

“It is a sad fact that , although many people can write functioning software, very few can write software that functions securely.” Northcutt,
(January, 2001).

6) ‘Backdoors’: an intruder, who wishes to regain access to a system at a later date, whether or not the
original vulnerability has been discovered, installs these. A ‘root kit’ is a well-known example. These may
also attempt to further hide evidence of a break-in, for example, they may contain a fake version of the
Netstat command, which does not list listening ports associated with the backdoor. 
 

Appendix III.          Desirable Characteristics of a Software Component
The requirements for a software component depend, in part; on it’s application, and the circumstances in
which it is to be used. For example, a firewall should ideally ‘fail closed’, rather than ‘fail open’.
However, there are certain considerations which are at least of some importance to all software applications:

·        Dependability: refers not only to the statistical probability of failure, but also the consequences of
failure. In the case of IPGateKeeper, attention to such design details as the usage of array elements, has
resulted in very few crashes. Where failure does occur, this failure should be immediately obvious.



Furthermore, failure should not result in damage to data, or the creation of security holes. The last
consideration is of great importance given that IPGateKeeper must run with administrative privileges.

·        Usability: refers to the ease with which the user can interact with the end product. In this particular
application, it is necessary for the program to run with a minimum of attention (except where alerts are
concerned), and should have adequate documentation defining the meaning and significance of each
alert type generated. Also, the generation of ‘false positive’ alerts (which waste the users time, and give
the impression of ‘crying wolf too often’), and ‘false negative’ alerts (which fail to report correctly an
event of significance), should be avoided. However, due to the complexity of the operating

environment, there is no means by which this problem can be completely eliminated. [79]

·        Efficiency: It is essential to make economical use of processor time, disk space, and memory usage.
However, this presents some difficulty, due to conflicting operating requirements. As the application
must operate in ‘real time’, the use of disk storage for transient data, and the use of dynamic memory
allocation techniques (such as linked lists) for temporary storage, imposes unacceptable overheads in
terms of disk read/write operations, and processor time respectively. Therefore, it is necessary to
introduce the concept of ‘primary’ and ‘secondary’ resource usage considerations.

·        Maintainability: As new threats emerge, it is necessary to make the software adaptable where
reasonably practical. For example, although I made the decision to allow certain parameters to be
configurable via the configuration file, other parameters for which configurability is not essential, I
omitted from the configuration. As an example, I decided not to make the treatment of TCP flag
settings configurable, as legal flag definitions do not change greatly on a timescale comparable with
program version updates. (The need to allow the user to configure the system must be balanced with the
need not to make the configuration system needlessly complicated; this is both from the viewpoint of
HCI, and that of making it overly easy to miss-configure the system, possibly resulting in false
reporting!).

Whereas the majority of software applications must be maintainable with regard to changing business
requirements, in this particular application, changing security threats are of paramount importance.



Appendix IV.         Development & Testing Environment

In order to quantify the test results, it is appropriate to provide some basic information relating to the
conditions under which the software has been developed and tested. This is to provide the background to
experimental results, and to the reasoning behind the findings and conclusion.
Although the software is designed to run on a computer acting as a router or ‘gateway’, between a private

(RFC1918) [80] network and the public Internet, my own network is actually set up somewhat differently.
The actual gateway is a solid-state gateway, which is configured to allow certain IP ports to be forwarded to a
single computer inside the network. The computer I have developed the software on is running MS Windows
2000 Professional, with service pack 4 installed. The IP address of this computer is 192.168.0.3 – this will
appear in log files generated. As port forwarding is in use, it will appear as though this computer is directly
connected to external computers; this is not the result of a software ‘bug’. The topology of the network is as
follows:
 

Fig. 61: Topology of the Network on which IPGateKeeper was developed and tested

This map was drawn using Smartdraw 6.2. IP addresses are static, and Port forwarding is set up via the
gateway (192.168.0.1). The network itself is a standard Ethernet conforming to the IEEE 802.3 standard.
A single computer can be placed in the DMZ using the gateway configuration settings:
 



Fig. 62: Administration page for the Gateway DMZ

The purpose of this section is to demonstrate how the network architecture can in itself affect the traffic ‘seen’
by an IDS. It is worth noting that the network architecture may present formidable topological difficulties for
any IDS. In the following example, the location of the IDS is unimportant:

Fig. 63: Re-broadcasting of network traffic through all ports of a ‘hub’

In this case, the network traffic is routed through a hub. This has consequences for security, since network
traffic from any one host (for example 192.168.1.1) is visible on all ports (and can be monitored by all other

computers connected). [81] This implies that were any of these computers to be compromised, a network
‘sniffer’ could intercept password and user identifiers for all connected computers! Also, broadcast-based

attacks, such as ICMP ‘smurf’ attacks are most destructive in a non-switched environment. [82]However, an
IDS could be run on any of the connected computers (or a hardware IDS connected to any port) and could
‘see’ all activity.

However, where the computers are connected via a ‘switch’, [83] the situation is different:



Fig. 64: A switch only broadcasts packets via the ‘relevant’ ports

As the switch is able to recognise the individual devices connected to it, traffic is only sent to single ports. For
example, if 192.168.1.1 sends a packet to 192.168.1.2, this packet is only sent to 192.168.1.2. Consequently, a
switch is much more economic with regard to bandwidth, and offers a better degree of security, as a
compromised machine connected to other ports would not ‘see’ traffic directed to the other machines.
However, this makes the installation of an IDS difficult, since the IDS needs to be able to monitor all traffic.
For this reason, many manufacturers provide ‘mirror’ ports, which are reserved for monitoring purposes.
It is worth pointing out that my own gateway has some properties of a switch, in the regard to the way traffic
is routed. The gateway provides both wired and wireless Ethernet connectivity, having three wired ports. (The
numbers of wireless hosts, which can be connected, are limited only with regard to bandwidth). Traffic to
wired hosts is only routed to the port to which it is connected. Therefore, the system running the IDS
(192.168.0.3) will only be able to monitor traffic for which 192.168.0.3 is the source or destination. This is
true for both internal traffic, and traffic to/from the Internet. However, it is possible for an internal host to
‘see’ all incoming traffic from the Internet, if it is placed in the DMZ.

Appendix V.            Security Considerations
Given the purpose of an IDS, it is reasonable to expect that, given the opportunity, an intruder would wish to
subvert, evade or even compromise the IDS itself. Such attempts may range from a simple attempt to evade
conditions which result in the IDS recording evidence of suspicious activity, to denial of service attempts on
the IDS itself.
For example, one technique, which could be employed by the intruder, would involve the sending of small, or
widely spaced, packets, which are part of the actual attack, concealed amongst innocuous packets, in an
attempt to fool the IDS. For example, signatures could span multiple packets, interspersed between which are
thousands of  ‘legitimate’ packets. Although in theory it is possible to ‘queue’ packets in order to resemble
them, in practice, few systems can afford the performance overhead.
Newsham and Ptacek (1998) state “It is not possible for an IDS to ‘see’ exactly the same traffic as the target(s), without an impractical

level of knowledge of the target environment”.

Fig. 65 provides insight into how the TTL operates:

Fig. 65: Traceroot  example demonstrating how the TTL can be exploited, allowing the IDS to ‘see’ different traffic than the hosts. This is because the TTL may vary due to the
network topology (the IDS may not be the same number of ‘hops’ from the intruder as the target).

 



The ‘traceroot’ (‘tracert’ utility under MS Windows NT), operates using the ‘Time to Live’ feature of the
Internet Protocol. Normally, operating systems tend to utilise default values for the TTL; for example for
Windows NT operating systems, the default is 128 (80h):

 
However, traceroot sends ICMP echo requests to the specified host using incremented TTL values. On the
first attempt, the TTL is set to one:

On reaching the first router, the TTL is decremented to zero, and the packet dropped. The router then notifies
the sending host, giving its IP address. For each subsequent attempt, the TTL is increased by one, until the
destination is reached. This constructs a list of the intermediate routers. Note that in the case of an incoming

trace root, the sequence would be reversed. [84]

By manipulating the TTL or checksum[85] values, the attacker could cause all of the packets to be dropped at
the gateway, except for those involved in the actual attack, possibly also using false source addresses. An
insertation/evasion attack uses an invalid checksum. Where the IDS validates checksums, but not the target,
an IDS can drop a packet containing part of a signature. Where the target does not validate the checksum, it
accepts the packet, completing the signature not seen at the IDS! On the contrary, where the target host
validates checksums, but not the IDS, an evasion attack would consist of a packet containing a string inserted
into a signature. The IDS, not validating the checksum, accepts the packet, and never ‘sees’ the signature, but
the target drops this packet, and therefore acts on the signature.
In figure 51, an IDS running on apu-cam.site.ja.net [193.60.0.134] would ‘see’ packets sent from the same
host from which the traceroot was initiated, having a TTL of 13, whereas the host phonedir.anglia.ac.uk
[193.63.55.24], being 14 hops away, would not. Another traceroot, with the maximum TTL set to 13,
demonstrates how the ICMP packet expires one hop short of the target:

Fig. 66: The traceroot expires short of the target, since the TTL is too low

It is worth noting that traceroot can only measure the number of routers on the way to a target which is
actually routable from the Internet – for example, it is not possible for a traceroot from 193.63.55.24 to reach
the initiating host 192.168.0.3, since this host is inside a private (RFC1918) Intranet; it is not routable from
outside.



Another potential difficulty involves the actual recording of the data itself. Regardless of the size of the

gateway system’s hard disk, it would eventually become full. The use of compression [86] can dramatically
increase the space required to store the event logs – however here also there is a real difficulty. An IDS has to
monitor and record events in real time, and in any real time system, time delay is de-stabilising. It is unlikely
that, during the progress of a DDOS attack, for example, the records could be updated in real time, if
compression were in use.
Whether by filling up the hard disk, or by sending traffic at such a rate that it could not be recorded (possibly
even causing the IDS to crash!), it is entirely possible that the IDS could, in itself, become the target of a
flooding attack.
In addition, the fact that the IDS must run with Administrative levels of privilege implies that it must not in
any way be accessible to the outside Internet. For example, the executable and configuration files must not

reside in publicly accessible directories, nor must any sensitive output be publicly accessible. [87]

Appendix VI.         Intrusion Detection Systems as opposed to Firewalls
One frequently asked question regarding intrusion detection, is what perceived benefit an IDS has, given that
an organization already has a firewall? There are many possible reasons.
A network-based firewall is a hardware device, which is placed between a network and the global Internet, in
order to enhance the security of the network. As a rule, it is configured to block all types of traffic other than
those specifically required. Configuration can be either protocol based, or address based. However, although a
firewall can provide a useful enhancement to network security, by virtue of restricted access to servers, which
are running accidentally, it cannot entirely guarantee security of the equipment behind the firewall, since
some network traffic must be allowed to pass through. It is best regarded as a supplement to other security
measures, rather than a substitute.
“The very existence of the IDS products is in part based on the assumption that at some Point the firewall will fail.”  Sample, Nickle, & Poynter,

(2000)

The majority of hardware firewall manufacturers make the use of NAT a condition of their design. This
effectively conceals the internal topology of a network behind the firewall, the logic being that it is
considerably more difficult to attack internal systems if the intruder cannot discover the addresses or topology
employed within the network. NAT also has the benefit of reducing the number of global IP addresses
required by an organization, in the light of current IPv4 address shortages. However, this denies the network
designer the option of non-translation, using a ‘one to one’ mapping of hosts, which require protocols which

do not operate over NAT. [88]

Also, many organisations, requiring the compilation of network traffic statistics, would not be able to
determine the origin of traffic from hosts behind the firewall, as all traffic would be traceable only to the
firewall itself. Furthermore, as time is of the essence during a security incident, it may be important to quickly
identify or block a single host. This could not be achieved easily where NAT was in use.
One other major problem associated with firewalls, is that although they do provide protection against
intrusions via services, which may be running accidentally, they provide no protection at all from attacks on
services which their configuration allows external access to. For example, traffic directed to a public web
server must by necessity be allowed to pass through; otherwise the web server is of no use whatsoever!



Therefore, the firewall will give no protection against attacks on the web server itself. An IDS, however, will
detect such attacks on permitted services as violate it’s own configuration, without effecting access to the
permitted services.
The truth is that a firewall only restricts access at the network perimeter. It therefore follows that they give no
protection from internal network misuse, or where other external access is available behind them, for
example, via modems or, in particular, wireless access points, as a survey sponsored by the International
Chamber of commerce demonstrates. “Although wireless networks do have some basic built-in security features, the vast majority of

networks found during this latest survey had not turned them on.

Even the few that had turned on the basic encryption system were using default settings, making it easy for an attacker to guess the key needed to

unscramble data.” Gunning, (2002).
Finally, the presence of a firewall can impact a security audit process, causing it to generate misleading
results. For example, it may be possible for an unauthorised user to hide behind the firewall itself, by
connecting portable equipment to the network behind a NAT firewall. The connection of unauthorised

equipment would not be detectable outside the firewall, as would otherwise be the case. [89] This is
particularly pertinent to wireless networks, which do not even require the intruder to obtain physical access to
hardware.
It therefore follows that the security benefits of the firewall must be weighed against the possible
disadvantages.  However, an IDS, which passively monitors network traffic, in theory has no effect on the
behavior of the network itself.
As firewalls do not protect against attacks, which do not happen to contravene their rule base, it is advisable
to situate an IDS both inside and outside the firewall.

Fig. 67: The IDS in the DMZ, ‘sees’ all incoming traffic, and is able to generate an ‘early warning’ of probing attempts, whereas the IDS inside the firewall is able to concentrate
exclusively on those attacks which do not violate any of the firewall rules

IDS 1, located in the Demilitarised Zone, will ‘see’ all traffic arriving from the global Internet, whereas IDS 2
will only ‘see’ the traffic, which has passed the firewall. This combination of ‘internal’ and ‘external’
monitoring has the following advantages:

·        It is possible to determine whether hostile activity originated internally or externally;
·        It is possible to differentiate the records from the internal and external IDS, in order to configure any

new firewall rules;



·        The internal IDS can be configured to detect intrusions from sources other than the primary Internet
connection, such as modems and wireless access points;

·        Should the firewall fail, or be miss configured, the internal IDS should detect this;
·        The external IDS may be able to detect DOS attacks on the router or gateway itself. Also, it may give

warning of any scanning activity, much of which will not pass through the firewall.
“A critical rule of thumb is redundancy; in other words, if information sources are key to monitoring a critical system, we should have multiple

monitoring points with a good bit of overlap”

Bace,  (2000).
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[1] IPGateKeeper is written in ‘C’, as opposed to C++ or Java.
[2] However, in my own case this approach is of limited meaning except where background research is concerned; IPGateKeeper has no way of
knowing what local or network countermeasures have been utilised!
[3] As an example, as a probe by the ‘Code Red’ worm significant? Certainly, where an unprotected instance of MS IIS is concerned, but this is of
little urgency where your web servers only run Apache. The configuration allows such probes directed at non-IIS servers to be ignored where
desired.
[4] This is an approximation of the perceived threat posed by the nature of the service offered. This takes into account factors such as the
appropriateness of exposure of a service to the global Internet, the nature of the service itself (for example Netbios, anonymous FTP and SNMP
are considered high risk), whether the IP port concerned is associated with known malicious code, and whether implementations of a service have
a previous history of secondary exposures, such as buffer overflow vulnerabilities in Bind.
[5] Normal packets are produced indirectly, via the system protocol stack. However, ‘Raw Sockets’ bypass the protocol stack, allowing packets to
be produced ‘manually’ and written directly to the Network Interface. This requires Root/Administrative privileges.
[6]http://www.hmso.gov.uk/acts/acts1990/Ukpga_19900018_en_2.htm#mdiv1
[7] http://www.hmso.gov.uk/acts/acts1998/19980029.htm
[8] http://www.hmso.gov.uk/acts/acts2000/20000023.htm
[9] At the very minimum, port scanning is contrary to nearly all Internet Service Providers’ Acceptable Use Policies.
[10] This can be proven by means of the IP addresses involved; the addresses allocated for use within private Intranets are specified in RFC1918.
In my own case, the addresses concerned are in the 192.168.0.X subnet. Note that a minority of tests use  false addresses; where this is the case, it
has been clearly stated.
[11] This is the ‘Transport Layer’ as defined in the OSI Model. The protocols of relevance to this project are Transport Control Protocol (TCP),
User Datagram Protocol (UDP) and Internet Control Message Protocol (ICMP).
[12] An example of such a vulnerability, affecting Microsoft’s implementation of the RPC Portmap Service, (defined in RFC 2616), was exploited
by the ‘MSBlast’ virus in 2003.
[13] Although a ‘naive’ IDS methodology can itself be responsible for the generation of false alerts, there is the additional problem that many
result from ‘abnormal’ traffic, which does not result from an attack. For example, broadcast packets from remote sites, packets having invalid
header values, and packets addressed to nonexistent hosts or networks (for example, ‘private’ (RFC1918) ranges via the public Internet), can all
result from miss configured domain name servers, bridges and routers. Whilst not hostile, the reporting of such activity may be regarded as helpful
simply as it may assist in locating the miss configured device responsible.
[14] In software design, preventative action is far preferable to remedial action!
[15] (The UML diagrams have been produced using SmartDraw, which is copyright ã of SmartDraw  http://www.smartdraw.com . This is a
general-purpose diagrammatic drawing package, which reduces the time required to produce technical and business drawings.)
 
[16] Although there are potentially 128 transport layer protocols (as dictated by the protocol number byte in the IP packet header), TCP, UDP and
ICMP are the only common transport protocols of interest.
[17] In engineering terms, precision implies consistency of results (but not necessarily accuracy), whereas accuracy implies ‘correctness’ of
results.
[18] Unfortunately, the Runas command is available only under Windows 2000 and higher.
[19] This topic is described in Microsoft Knowledge Base article 195445.

http://www.smartdraw.com/


[20] The ‘Desirable Characteristics’ of a software component are discussed in appendix 3.
[21] Posix – Portable Operating System Interface.
[22] The network time protocol is the most accurate time reference; each entity in a distributed system should be synchronised using the same
stratum.

[23] The Ethereal network analyzer can be obtained from www.ethereal.com. A list of authors is available here:

http://www.ethereal.com/introduction.html#authors.

 
[24] The Internet Assigned Numbers Authority manages the assignment of the ‘Well Known’ ports in the range 0-1023. A listing of the assigned
services is available on IANA’s website at http://www.iana.org/assignments/port-numbers.
[25] In fact, the flag settings are the only means by which to determine the state of a connection.
[26] A third possibility is that certain ports are ‘stealthed’ by a software firewall. In this case, no response is received at all! This is poor
‘netiquette’; however where an intruder happens to scan ports, which are ‘stealthed’, it would appear that no computer exists at the IP address in
question! Also, the scanner is delayed for the remainder of its timeout period whilst waiting for a response.
[27] The tern ‘Trojan Horse’ refers to a software application, which typically performs operations in addition to, or instead of, it’s declared
operation. Although in theory many such programs can be used in legitimate remote monitoring and control of a host, in practice they are normally
put to dubious use.
[28] The term ‘most significant’, when dealing with binary numbers, implies ‘highest value’, rather than greatest priority. In an eight bit binary
number, the most significant bit has a value of 128 if set. (A byte is an eight bit binary number).
[29] Unreliable, in this respect, implies that as UDP is ‘connectionless’, the sending host is not notified of dropped packets. It is the responsibility
of session layer protocols to generate any acknowledgements when listening processes time out.
[30] The home network has a total bandwidth of 100mbps, which applies only to internal traffic. The Internet connection is capped at 1Mbps.
[31] One potential solution to the throughput problem would involve the use of a number of load balanced intrusion detection systems, running in
parallel. However, this introduces other difficulties, including the co-ordination of events between the individual IDS’s. This is particularly true
where packet fragmentation is involved. 
[32] There is an example of such a list at http://www.net.apu.ac.uk/bad-hosts.txt.
[33] However, signature-based analysis is certainly of value when taking into account intrusions at personal, rather than network, level. Harassing
e-mail messages are an example. Using the email address, or keywords, as the signature, it is possible to build up a profile of the sender/recipient
as evidence.
[34] The Echo protocol is a simple protocol defined in RFC862. Echo servers simply rebroadcast the payload of received packets. The ‘Chargen’
(Character Generator) protocol, defined in RFC864, generates an ordered list of ASCII characters. Both protocols are useful only for testing
purposes.
[35] The majority of intrusions via web servers tend to target scripting programs, rather than the web server itself. It is therefore advisable to
detect requests for scripts which are either known to be insecure, or which are known to have been poorly written.
[36] The Internet Assigned Numbers Authority has a comprehensive listing at http://www.iana.org/assignments/port-numbers.
[37] In practice, only processes running as ‘root’ can open ports in the ‘privileged’ range (1-1023) on most Unix systems.
[38] This is significant as specific exploits target specific services. For example, the ‘Code Red’ worm targeted only specific implementations of
Microsoft Internet Information Services. Although packets destined for port 80, containing the “GET default IDA?” signature were characteristic
of a scan by this worm, it may be helpful to determine whether a vulnerable server actually responded to the scan!
[39] Although an intruder would have to ‘port scan’ a machine in order to discover a service known to be running on an unassigned port, it is
certainly possible to discover the location of such a server!
[40] Although it is possible to have a number of analysis processes running in parallel, experience has demonstrated that such a design presents an
unacceptably high impact on system resources.  
[41] Since the sole purpose of a Syn packet is to initiate the connection itself.
[42] Although ports are officially registered for session layer services, for both TCP and UDP, only a small minority actually deploys both TCP
and UDP.
[43] Snort can be obtained for MS Windows and Unix/Linux systems, from http://www.snort.org/. A list of contributing authors can be obtained
from http://www.snort.org/team.html.
[44] However, many Netbios Name lookups result from reconnaissance activity; the Netbios Names may in themselves provide useful information
to an intruder.
[45] As many users miss configure ‘Windows File and Printer Sharing’, allowing users throughout the Internet access to their network shares.
Therefore, on a typical Cable Modem network, a large number of probes for Netbios services on ports 139 and 445 are to be expected. In addition,
a number of ‘Worms’, which spread via Windows File Sharing, may perform Netbios Name lookups on port 137 also. 
[46] Some traceroot utilities provide a facility by which a DNS server can be queried to supply a list of all hosts in its database. Although a useful
audit tool for an administrator, intruders can use the information to their advantage. This is because systems are often named according to their
function. Whereas normal queries are performed using UDP, zone transfers use TCP for transport.
[47] The analysis is arranged in a hierarchy, with ‘low level’ analysis at packet level taking place first. Where any matches to the conditions
declared in the configuration occur, the details are passed to subsequent procedures, which attempt to identify patterns between the packets.
[48] This is an unsolvable problem for an Internet Service Provider – it may appear that the scan originated from an address, which was not even
allocated at the time! In this case, they are likely to accuse the complainant of providing inaccurate logs.
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[49] It is certain that this address is false since the event originated from the public Internet, and this address is in a private (RFC1918) range. All
addresses within my own network are in the 192.168.0.x subnet. Also, the flag bit value of 7Bb, or 1111011b, has both the Syn and Fin flags set!
The remaining flags may be set in an attempt to fool firewalls or intrusion detection systems.
[50] For IPGateKeeper, a ‘Rule’ is a complete line in the configuration file. A rule may contain one or more commands.
[51] The shortcoming of a rule based IDS is centered around ‘false negative’ alerts, resulting from slight rule mismatches and non-implemented
rules; in the case of adaptive systems, false alerting arises from ‘mis-adaption’ during the ‘learning phase’. 
[52] The word ‘probably’ is used here as a cautionary measure; this fact alone does not prove that this host is running Netbus! The truth is that
users, when configuring applications, tend to choose values, which are easily remembered, such as 12345! For example, Netbus runs on MS
Windows systems alone; if this host turns out to be a Unix system, then the Netbus possibility is ruled out. For example, users may install peer-to-
peer software, or license managers, configuring them to run on an ‘easy to remember’ port value.
[53] Simple ‘port usage profiling’ is a very effective means by which to detect ‘rouge’ servers or malware.
[54] This implies that the n’th commonest value occurs with a frequency of cr^-1/k, where c and k are constants. K is often @ 1; where k = 1, the
n’th commonest value has a frequently equal to 1/r.
[55] Details are available at http://www.fi.muni.cz/~kas/mrtg-rrd.
[56] The actual node in question, route-cent-2.cam.ac.uk, was chosen as a fairly representative sample from the Cambridge University Data
Network. As a general rule, the larger the network, (in terms of the number of hosts), the more representive the data.
[57] The human eye is an example of a logarithmic detection system; this is due to the fact that a high degree of sensitivity is required at low
illumination levels, whereas during the daytime, the eye must be protected from damage due to high light intensity.
[58] The equations employed were devised from work relating to transfer functions, as part of the reference material for the undergraduate
‘Control Systems’ module.
[59] The reason for recording a single connection attempt is in order to detect scans which only probe for a single port per target system, and for
general testing purposes.
[60] For this particular test criteria, connection attempts to the same port on more than one host count as a single attempt. Although it is easily
possible to count each connection attempt separately, this is difficult to demonstrate or test using a single machine.
[61] It is important to realise that this particular method is applicable only to ‘TCP connect’ scans. Other types, such as Fin/Syn/Xmas/Null scans,
and UDP scans, are dealt with elsewhere. This procedure will also detect Syn Flooding’ attempts also, as this attack is initiated by partial opening
of TCP connections using a Syn Packet. Syn flooding attacks on the gateway itself will also show up in the ‘connection status’ log.
[62] However, once the same host attempts connections to more than a single service, it is then ‘handed over’ to the threshold based detection
scheme.
[63] One example of such a gateway is a Windows 2000/XP system running MS Internet connection sharing. This setup is similar to that often
used by Unix/Linux systems, which is running as gateway. My own network is not set up in this way, since I am using a hardware gateway.
[64] For TCP, this occurs when a ‘Syn’ packet is detected.
[65] This assumes that the IDS is tested on a sufficiently large network. The law of averages dictates that the more entities are present in a group,
the more statistically accurate the data.
[66] It is important to ensure that the conditions are otherwise identical, for example, the configuration is the same in both cases.
[67] In any event, the fact that the two programs are running under different operating systems makes such a comparison somewhat open to
speculation, since Windows NT and Unix have an entirely different architecture.
[68] The Echo Protocol is specified in RFC 862; see http://www.faqs.org/rfcs/rfc862.html . This can operate over either TCP or UDP; it is not to
be confused with ICMP Echo.
[69] This is based on the Unix Posix Regular Expression Library. This was required since Microsoft Operating systems are not Posix compliant.
[70] The problem inherent in the use of a ‘linked list’, is that the addition or removal of entries involves the re-arrangement of the whole list,
involving frequent function calls and consequent usage of CPU time.
[71] The use of incoming traffic and responses is utilised using an exclusive OR, since this method allows for the quickest detection where both
are present; whereas incoming traffic alone implies the presence of non-existent hosts or ‘stealth’ firewalls, which prevent responses. Responses
alone indicate ‘third party’ traffic, resulting from a scan of a third-party system using your own IP address as the apparent source of the attack.
[72] Windows 9.X systems were, in no regard, secure. Not only do they lack any means to protect against network-based attacks; but also the file
system offered no security either.
[73] Most systems connected to residential broadband networks are scanned several times daily.
[74] Although online banking facilities, for example, are intrinsically secure, the banking organizations are currently either unaware of this issue,
or are intentionally ignoring it since they are unlikely to be legally liable for losses which are not the result of their own acts or omissions.
[75] Generally, one of the source addresses must be correct, if the attacker is to obtain any responses to the scan! However, in the case of denial of
service attacks, the address is always falsified, as no response is required.
[76] Since the most common login failures are due to the user inadvertently responding to the username prompt with their password.
[77] The term ‘Malware’ in this context is a general term for software, which was written with dubious intent.
[78] www.pentasafe.com
[79] In practice, such a program would run as a Windows system process, started automatically at boot time. However, for testing and
demonstration purposes, I implemented IPGateKeeper as a console application. Console applications are not synonymous with MSDOS
applications (they have access to Windows operating system resources, such as dynamic link libraries), but have lower overheads than GUI
applications.
[80] RFC1918 defines a set of IP address ranges, which may be used for constructing 'private internets', that is networks which are strictly local to
an organization and whose traffic is not routed over the global Internet.

http://www.fi.muni.cz/~kas/mrtg-rrd
http://www.faqs.org/rfcs/rfc862.html


[81] This is due to the fact that a hub only monitors the data link layer, and does not have any way of knowing which machine is which. This
implies that it has to rebroadcast all traffic on all ports.
[82] Broadcasts, in general, are resource-intensive since all hosts have to process each packet, up until the OSI layer at which they are addressed.
For example, a UDP broadcast such as a Netbios Name broadcast, must be processed all the way to the UDP layer before a host may discard the
packet if not ‘relevant’ to itself.
[83] As a network switch effectively operates at layers network and transport layers of the OSI model, it is able to recognise IP and MAC
addresses, and to route traffic accordingly.
[84] Note that although network address translation is used, in practice, the IDS is intended to run on the gateway itself, in this case, 192.168.0.1.
For testing purposes, the system running it may be placed in the DMZ.
[85] In practice, some hosts and intrusion detection systems do not validate the packet checksum, thereby not adhering the RFC’s.
[86] This compression could be implemented either by the IDS itself, or by the operating system. As IPGateKeeper runs on Windows NT, the
standard NTFS file system compression could compress the data. However, this increases disk access times.
[87] The fact that I have been outputting some sample records to public web pages was for testing purposes; even so, I needed to be careful to
ensure that the protocols used for demonstration either contained no important data, or else were encrypted, examples include SSH and HTTPS.
[88] Some services, notably videoconferencing, cannot operate over NAT, as there is no direct return channel to the host system. In addition, hosts
in a private network cannot receive incoming connections from global hosts, except where they are placed in a DMZ, or where port forwarding is
in use.
[89] Software packages are available for the detection of ‘rouge’ devices. An example of such a package is ‘ArpWatch’, which detects unfamiliar
MAC addresses.
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